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Figure: Markov decision process.
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Reinforcement learning [20]

@ Learn to accomplish a task.

@ Reinforce couples (State,Action) : Which action should | do
in my state ?

@ No knowledge about environment's transitions s’ = T (s, a).

@ Depending on S and A : sensori-motor interaction.

https://pythonmachinelearning.pro/
an-overview-of-reinforcement-learning-teaching-machines-tc
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https://pythonmachinelearning.pro/an-overview-of-reinforcement-learning-teaching-machines-to-play-games/
https://pythonmachinelearning.pro/an-overview-of-reinforcement-learning-teaching-machines-to-play-games/
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Simple example

* MiniGrid Gym Environment — + X

Figure: The agent have to reach the green square.
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Learn from high-dimensionnal input pixels :
https://www.youtube.com/watch?v=000TraGuéQyY
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https://www.youtube.com/watch?v=oo0TraGu6QY
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Exploration

= MiniGrid Gym Environment =

Figure: Simple gridworld with sparse reward, the only reward received
is when the agent reaches the green target.
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Figure: Learning to play atari [11] [13]. 200k frames = 1h humaine.

In reality : No simulator.
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Multi-scale learning

@ We are able to take high-level decisions.

o Easier to learn throught 10 high level action than 1000
low-level actions [21].

@ How can we generate the content of those actions 7 [2] [23]

https://blog.openai.com/learning-a-hierarchy/ [8]
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https://blog.openai.com/learning-a-hierarchy/

Incorporate intrinsic motivation in the RL framework : Maximize
intrinsic reward.
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@ Spontaneous exploration.

@ Self-organize a curriculum of exploration and learning.

@ Enough from evolution ?
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From Berlyne [4], use information theory :

o Novelty.
o Complexity.
@ Surprise.
@ Incongruity.
o Ambiguity.

@ Indistinctiveness.
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Intrinsic reward [16]

Location of reward

@ External reward : The reward comes from outside the
organism.

@ Internal reward : The reward comes from inside the
organism.

Type of reward

@ Intrinsic reward : Reward is from the relation/structure of
action/observations.

@ Extrinsic reward : Reward is from the meaning of
action/observations.

Intrinsic motivation 15/02/2019
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Let's try |

| want to have fun with my toys !

| need to stop playing because it is childish.

| need to stop playing because others are making fun of me.
I'm excited to push this unknown magical button.

| work to get a good grade at school.

| want to get stronger.

I'm hungry and | will look for food.

00000000

| like discovering and understanding math.

Intrinsic motivation 15/02/2019



Introduction Some major problems in RL Intrinsic motivation Mixing the two Références

Let's try |

© | want to have fun with my toys ! Internal and intrinsic.

@ | need to stop playing because it is childish. Internal and
extrinsic.

© | need to stop playing because others are making fun of me.
External and extrinsic.

@ I'm excited to push this unknown magical button. Internal
and intrinsic

@ | work to get a good grade at school. External and
extrinsic.

O | want to get stronger. It depends why

@ I'm hungry and | will look for food. Internal and extrinsic.

O | like discovering and understanding math. Internal and
intrinsic.

Intrinsic motivation 15/02/2019
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How to combine intrinsic motivation and reinforcement

learning 7

The environment, in the RL meaning is not the same as the
external environment : the sources of all of an animal’s
reward signals are internal to the animal.[19].

Intrinsic motivation
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Curiosity

Go where we can't predict the next observation [17].
https://pathak22.github.io/noreward-rl/

Maximize error prediction on the prediction error.[10].

(]

Attracted by states far away from states in memory[18]
https://ai.googleblog.com/2018/10/
curiosity-and-procrastination-in.html.

Prediction error from a random ANN [5].

Attracted where agent never goes [3][15].
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Empowerment

Empowerment quantify the control and influence of an agent in a
state[12].

Figure: Empowerment in an environment key-door [14]. In red, states
with important empowerment. Empowerment is moving when agent
get the key.
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Empowerment : example 3

(a) (b}
e} dy

Références

Figure: Empowerment in an environment with barriers [22]. In red, an

important empowerment.

Intrinsic motivation
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Goal generation

Being able to distinct goal accomplishment'’s subpolicies [9]:

Using theoretic information :
https://sites.google.com/view/diayn/ [6]
https://varoptdisc.github.io/[1].
https://www.youtube.com/playlist?list=
PLEbdZN4PXRGVB8NSPffXSBSOCCWFBMQX3[7]
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