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1. Introduction

Let us dart with the title of this paper: “T he Construction o ‘Reality’ in the Robot” is, as probably
many readers noticed immediately, obviously inspired by Piaget's 1937/1954 book “The
Construction of Reality in the Child”. In that book Piaget presented his theory of how children, in
sensorimotor interaction with their environment, develop the concepts of space, time, objeds and
causality as a basic scaffold or conceptual framework which helps them to build aviable experiential
‘reality’ that fits environmental constraints. Von Glasersfeld’s (1995) summarized his interpretation
of Piaget’ stheoriesin hisformulation d aradical constructivism (RC), whose basic principles are &

follows;

Knowledge is not passively received ether through the senses or by way of

communication;
* knowledgeisactively built up by the cognizing subjed.

e The function of cognition is adaptive, in the biologicd sense of the term, tending

towards fit or viability;

e cognition serves the subject’s organization of the experiential world, nd the discovery

of an objective ontological redity. (von Glasersfeld, 1995 p. 51)

This notion of RC is, at least at a first glance largely compatible with much recent reseach in
cognitive science, artificial intelligence (Al) and artificia life which is concerned with adaptive
robas or autonamous agents and their construction of internal structures in the curse of agent-
environment interaction. Typicaly such leaning processes are @nstrained by some fitness
evaluation or feedbadk in the form of occasiona reinforcement. Hence in RC terms, these robas are
adively building up their own knowledge (rather than being programmed) and they typically do so
by constructing sensorimotor transformation knowledge rather than an internal mirror of some

externa redity.
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However, this is afairly recent development in Al research, whose genera endeavor roughly might
be dharacterized as the attempt to endow artefacts (computers, robats, etc.) with some of the mental
and behaviora capacities of living organisms. In fad, since its inception in the mid-1950 most
research in Al and cognitive science has been coined by cognitivism and the computer metaphor for
mind, and in particular the objectivist notion of knowledge & recovery of an agent-independent
externa redity (cf. Stewart, 1996. The turn towards a (more) RC-compatible gproach has been
paraleled by the development of the nation d cognition as being situated. The ncept of
situatednesshas since the mid-1980s been used extensively in the cognitive science and Al literature,
in terms uch as ‘Situated Action’ (Suchman, 19&), ‘Situated Cognition’ (e.g., Clancey, 1997,
‘Situated A’ (e.g. Husbands et al., 1998), ‘Situated Robotics' (e.g., Hallam and Malcolm, 1999,
‘Situated Activity’ (e.g., Hendriks-Jansen, 199%), and ‘ Situated Trandation’ (Risku, 20M). Roughly
spe&ing, the dharacterization of an agent as ‘situated’ is usually intended to mean that its behavior
and cognitive processes first and foremost are the outcome of a close @upling between agent and
environment. Hence, situatedness is nowadays by many cognitive scientists and Al reseachers
considered a conditio sine qua na for any form of ‘true’ intelligence, natura or artificia. When it
comes to the detail s of how situatedness and agent-environment interaction ‘work’, however, there

are significantly different interpretations.

This paper aims to discuss in detail, from a @nstructivist perspective, different aspects/notions of
situatednessthroughou the history of Al research, and in particular the increasing focus on the role
of constructive processes as the basis of situatedness. Furthermore, approaches to artificia or ‘robotic
situatedness will be evaluated in the cntext of biologically based constructivist theories of the
relevance of agent-environment interaction and constructive processes for ‘organismic situatedness'.
We dtart off in Section 2 with a summary and comparison of the nstructivist theories of von
Uexkll and Piaget, bath of which will turn out to be relevant in the discussion of Al, in particular
today’s reseach on situated Al and adaptive robdics. Section 3 examines computationalism,
symbalic Al and conrectionism as well as their respective (in-) compatibilities with a @nstructivist

perspective. Section 4then discusses in detail the ‘New Al’ and its focus on situated and emboded


sebastien
Texte surligné 

sebastien
Texte surligné 

sebastien
Texte surligné 

sebastien
Texte surligné 

sebastien
Texte surligné 

sebastien
Texte surligné 


intelligencein robotic agents as well as its use of constructive processes at different levels and time
scdes. Sedion 5, findly, pus the ‘new’, situated Al and adaptive robaics into perspective by

discussing its possibilities and limitations in the light of biologically based constructivist theories.

2.  Constructivism: Von Uexkull and Piaget

Although Jakob von Uexkill and Jean Piaget probably had no contact with each other’s work (cf.
von Glasersfeld, 1995 there ae a number of interesting similarities in their work. Both of them
started off as biologists, and koth were strongly inspired by Kant’'s insight that all knowledge is
determined by the knower’ s subjedive ways of perceiving and conceiving. In the introduction to the
seoond edition of his Critique of Pure Reason Kant had pointed out:

Until now one assumed that all cognition had to conform to oljects ... Henceforth ore

might try to find out whether we do rot get further ... if we assume that the objects have to

conform to our cogrition. (Kant, 1787)*
Thus, for example, space and time ae, ac@rding to Kant, not aspects of an external reality, but they
are the fundamental forms human cognition impases on all experience Hence, Kant distinguished
between an object as it appears to us and the thing-in-itself (‘Ding ansich’) of which we could have
no certain knowledge, due to the fact that we can only acass/experience it through ou senses. Kant
is metimes considered to have had a strong influence on the gnitive science concept of
representation. However, von Glasersfeld (19%) points out that this is, a least partly, due to an

“unfortunate use” of the term ‘r epresentation’ introduced by translators of German phil osophy.

! We here use the Kant translations of von Glasersfeld (1995), who trandates the German term
‘Erkenntnis’ as‘cognition'.
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It may have started earlier, but it became common usage in philosophywith the trandation
of Kant’s Critique of Pure Reason. The two German words Vorstellung and Darstellung
were rendered by one and the same English word ‘ representation’. To speakers of English
thisimplies areproduction, copy, or other structure that isin some way isomorphic with an
original. This condtion fits the second German word quite well, but it does not fit the first.
Vorstellung, which is the word Kant uses throughaut his work, should have been trand ated
as ‘presentation’ ... The dement of autonomous construction is an essential part of the
meaning d Vorstellung. If it is lost, one of the most important features of Kant’s theory
bemmes incomprehensible. (von Glasersfeld, 1995 ,p. 94)

Kant’'s work strongly influenced both von Uexkill's (1928) and Piaget’'s (1954) work on the
biologicd and psychdogical medanisms underlying the construction of these wmncepts. In fad, von
Uexkill (1928 considered it the “task of biology .. to expand the result of Kant's reseach” by
investigating the role of the body and the relationship between subjects and their objeds.
Furthermore, both von Uexkill and Piaget were discontent with behaviorist theories which
dominated the study of mind and behavior during the first half of the 20" century. According to von
Uexkdll, the main problem with these approaches was that they overlooked the organism’s subjective
nature, which integrates the organism’s comporents into a purposeful whale. In hisown words:
The medhanists have pieced together the sensory and motor organs of animals, like so
many parts of a machine, ignaring their real functions of perceiving and acting, and have
gore on to mechanize man himself. According to the behaviorists, man’'s own sensations
and will are mere appearance, to be mnsidered, if at all, only as disturbing static. But we
who still hold that our sense organs srve our perceptions, and our motor organs our
adions, seein animals as well not only the mechanical structure, but also the operator, who
is built into their organs as we are into our bodes. We no longer regard animals as mere
machines, but as subjects whose essentia activity consists of perceiving and acting. We
thus unlock the gates that lead to other realms, for al that a subject perceives becomes his
perceptual world and all that he does, his effector world. Perceptual and effector worlds
together form a closed unit, the Umwelt. (von Uexkiill, 1957, p.6)

Von Uexkill (1957) used the example of the tick to illustrate his concept of Umwelt and his idea of

the organism’s embedding in its world through functional circles (see Figure 1). It is three such
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functional circles in “well-planned successon’ which coordinate the interaction of the tick as a

subject (and meaning-utilizer) and a mammal as its object (and meaning-carrier):

(1) The tick typically hangs motionless on tush branches. When a mammal passes by closdly
its &kin glands carry perceptual meaning for the tick: the perceptua signs of butyric ecid
are transformed into a perceptual cue which triggers effector signs which are sent to the
legs and make them let go so the tick drops onto the mammal, which in turn triggers the

effedor cue of shock.

(2) Thetadile aie of hitting the mammal’s hair makes the tick move aound(to find the host’s

skin).

(3) The sensation of the skin's heat triggers the tick’s boring response (to drink the host’s

blood).

perceptual world

receptor
perceptual /\\

perceptual cue bearer
organ

subject object

operational
organ

operational cue bearer
effector

operational world

Figure1l:  Thefunctiona circle acordingto Jakob van Uexkdll. Adapted from von Uexkiill
(1957).
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Von Uexkill did not deny the physical/chemicd nature of the organism’s comporents and rocesses.
That means, his view shoud nat, as osmetimes dore (e.g., Richards, 1987), be mnsidered vitalistic
(cf. Emmeche 1990,in press; T. von Uexkdll, 1992; Langthaler, 199). He ‘admitted’ that the tick
exhibits “three successive reflexes’ each of which is “elicited by objectively demonstrable physical
or chemicd stimuli”. But he pointed out that the organism’s comporents are forged together to form
a mherent whole, i.e. asubject, that acts as a behavioral entity which, through functional embedding,
forms a “systematic whole” with its Umwelt.
We are not concerned with the chemical stimulus of butyric acid, any more than with the
mecdhanica stimulus (released by the hairs), or the temperature stimulus of the skin. We
are solely concerned with the faa that, out of the hurdreds of stimuli radiating from the
gualities of the mammal’s body, anly three become the bearers of receptor cues for the
tick. ..What we ae dealing with is not an exchange of forces between two oljeds, but the
relations between aliving subject and its object. (von Uexkill 1957, p. 1if.)
Closely related to von Uexkdll’ s functional circle is Piaget’s concept of ‘action schemes’, which are
based onthe notion of reflexes, but not limited to mere stimulus-response medhanisms. Insteal action

schemes, e.g. the infant’ srooting reflex, contain three éements (cf. von Glasersfeld, 1995, p.65):

(2) the recognition d a certain situation, e.g. the infant’ s cheek being touched;

(2) a specific activity associated with this situation, e.g. the infant’s turning its head towards

the touched side in search for something to suck on;

(3) the expectation that the activity produces a cetain (beneficial) result, e.g. finding the

mother’ s breast and mil k.

Hence Piaget’s concept of the action schemeis largely compatible with von Uexkill’ s concept of the
functional circle. In bah cases knowledge is viewed as tied to action, or as Piaget (1967) formulated
it, “to know an object implies its incorporation in action schemes’. Furthermore, in bah theoretica
frameworks the interaction of agent and environment is not conceived as mere stimulus-resporse, but
as meaningfully organized through multi ple behavior-guiding structures (functional circles and action

schemes, respectively) which tie together an active, meaning-utili zing subject and its meaning-
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carying objects. Von Uexkill sometimes referred to the sign processes in the nervous g/stem as a
“mirrored world” (Uexkilll, 198; cf. dso T. von Uexkdll et al., 1998), but also pointed out that by
that he meant a “counterworld”, i.e. an autonomously constructed ‘Vorstellung in Kant's sense
rather than a 1:1 reflection (‘Darstellung’) of the external environment in the reaist sense of a
representation. Thus he wanted to emphasize that
... in the nervous system the stimulus itself does not really appear but its place is taken by
an entirely diff erent processwhich has nothing at al to do with eventsin the outside world.
This process can only serve & a sign which indicates that in the ewironment there is a
stimulus which has hit the receptor but it does nat give any evidence of the quality of the
stimulus. (von Uexkiill, 1909, p.192°
T. von Uexkdll et al. (1993 aso pdnted ou that von Uexkdll’s notion of ‘ counterworld’ should na
be euated with a ‘mirror’ in the narrow sense of a reflection o the environment. They further
elaborated that
... in this phenomenal universe [of the counterworld], the objeds of the environment are
represented by schemata which are not, as in a mirror, products of the environment, bu
rather ‘tools of the brain’ ready to come into operation if the gpropriate stimuli are present
in the outside world. In these schemata, sensory and motor processes are combined ... to
form complex programs controlling the meaning-utilizing ... behavioura responses. They
are retrieved when the sense organs have to attribute semiotic meanings to stimuli. (T. von
Uexkdll et al. 1993,p. 34
Inasimilar vein Merleau-Ponty (1962,1963) argued that organisms do nd interact with the objective
world in-itsdf, but with their subjective perception of it (cf. Loren and Dietrich, 197). In his

Phenomenology of Perception he daracterized the subjective and situation-dependent nature of

behavior as follows;

> We here use the trandation given by T. von Uexkiill et al. (1993), who trandate the original
German term “Zeichen” as “sign”, rather than “token” as in the ealier trandation provided in von
Uexkdll (1985).
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In fact the reflexes themselves are never blind processes. they adjust themselves to a
‘direction’ of the situation, and expressour orientation towards a ‘behavioural setting’ ...
It is this global presence of the situation which gives meaning to the partia stimuli and
causes them to acquire importance, value or existence. The reflex does not arise from
stimuli but moves back towards them, and invests them with a meaning which they do ot
possesstaken singly as psychological agents, but only when taken as a situation. It causes
them to exist as a situation, it stands in a ‘cognitive’ relation to them, which means that it
shows them up as that which it is destined to confront. (Merleau-Ponty, 1962, p. 79
Since this paper is primarily concerned with Al and the situatedness (or lack thereof) of artifacts
(robots, computers, etc.) in particular, it isinteresting to note that von Uexkiill (1928) considered the
autonamy of the living as the key difference between mechanisms and organisms. Following the
work of Muller (1840), he pointed ou that “ead living tissue differs from al madines in that it
posseses a ‘specific’ life-energy in addition to physicd energy” (von Uexkdll, 1982,p. 34). This
alowsi it to react to dfferent stimuli with a‘self-spedfic’ activity acording to its own “ego-quality”
(Ich-Ton), e.g., a muscle with contradion or the optic nerve with sensation d light. Hence, eat
living cdl perceives and acts, according to its specific perceptual or receptor signs and impulses or
effedor signs, and thus the organism’s behaviors “are not medanically regulated, but meaningfully
organized” (von Uexklll, 198, p. X). The operation d a machine, on the other hand, is purely
mechanica and follows only the physical and chemicd laws of cause and effect. Furthermore, von
Uexkiill (1928, p.180° referred to Driesch who panted ot that all action is a mapping between
individual stimuli and effeds, depending on a historically created basis of reaction (Reaktionsbasis),
i.e. a mntext-dependent behavioral dispasition (cf. Driesch, 193). Mecdanisms, on the other hand,
do nd have such a historicd basis of reaction, which, acording to von Uexkiill, can only be grown -
and there is no growth in machines. Von Uexkdll (1928, p. 217) further elaborated that the rules
madines follow are not capable of adaptation. This is due to the fact that madiines are fixed
structures, and the rules that guide their operation, are not their ‘own’ but human rules, which have

been huilt into the machine, and therefore dso can be changed only by humans. Hence, mechanisms

are heteronamous (cf. also T. von Uexkdll, 1992). Machines can therefore, when they get damaged,

3 Unless noted otherwise, all trandations from German sources have been carried out by the aithor.
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not repair or regenerate themselves. Living organisms, onthe other hand, can, because they contain
their functional rule (Funktionsregel) themselves, and they have the protoplasmic material, which the
functional rule can use to fix the damage aitonomously. This can be summarized by saying that
machines act according to plans (their human designers), whereas living organisms are acting gans

(von Uexkdll 1928, p. 3Q).

This notion of autonamy is also closely related to what von Uexkill (1982) described as the
“principal difference between the wnstruction d a mechanism and a living organism”, namely that
“the organs of living beings have an innate meaning-quality, in contrast to the parts of machine;
therefore they can ony develop centrifugally”:

Every machine, a pocket watch for example, is aways constructed centripetally. In other

words, the individual parts of the watch, such as its hands, springs, wheels, and cogs, must
always be produced first, so that they may be added to a ammmon centerpiece.

In contrast, the cnstruction o an animal, for example, a triton, aways darts centrifugally
from a single cél, which first develops into a gastrula, and then into more and more new
organ budk.

In both cases, the transformation urderlies a plan: the ‘watch-plan’ proceeds centripetally

and the ‘triton-plan’ centrifugally. Two completely oppasite principles govern the joining

of the parts of the two adbjects. (von Uexkiill, 1982, p.40)
The concept of (autonamous) adaptation in interadion with an environment was also centra to
Piaget’ s theory which viewed “cognition as an instrument of adaptation, as atool for fitting ourselves
into the world of our experiences’ (von Glasersfeld, 195, p. ¥). Thisis achieved through (a) the
asdmilation of new experiences into existing structures, and (b) the accomnodation of these
structures, i.e. adaptation of existing ones and/or the aedion of new ones. The latter, learning
through accomodation, accurs for the purpose of ‘conceptua equilibration’, i.e. the dimination of
perturbations through mismatches between the agent’s conceptual structures and expectations on the
one hand, and its experience on the other hand. Piaget thus “relinquished the notion d cognition as
the producer of representations of an orntological reality, and replaced it with cognition as an

instrument of adaptation the purpose of which is the @nstruction of viable conceptua structures’

11
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(von Glasersfeld, 1995 p. 59). Accordingly, in the constructivist framework “the acncept of viability
in the domain of experience, takes the placeof the traditional philosopher’s concept of Truth, that

was to indicate a‘correct’ representation of redity” (von Glasersfeld, 1995 p. 14).

Hereafter we will mostly use the term ‘cognition’ in Piaget's and von Glasersfeld's snse of
organizing an agent’s sensorimotor experience and interadion with its environment, thus serving its
adaptation tending toward ‘viability’, i.e. fit with environmental constraints. This view will be
referred to as ‘interactive mgnition’ to distinguish it from the traditional cognitive science nation o
cognition as agent-internal processing of explicit representations (cf. Section 31). This dould,
however, na be misunderstood as saying that constructivist theories only cover ‘low-level’,
sensorimotor cognition. As pointed out in detail by Stewart (199), thisis nat at all the case. We will
seelater that the interactive nation of cognition is largely compatible with modern CS and Al nations
of situated and emboded intelligence (cf. Section 4) as well as modern theories of the biology of

cognition (Maturana and Varela, 198Q 1987; cf. Section 53).

3.  Computationalist Al

3.1 Cognitivism and Symbolic Al

During the 194G and 1950s a growing number of researchers, like von Uexkill and Piaget,
discontent with behaviorism and medhanistic theories as the predominant paradigm in the study of
mind and behavior, became interested in the mind's internal processes and representations, whaose
study behaviorists had rejeded as being unscientific. Craik, in his 1943 bo&, The Nature of
Explanation, was perhaps the first to suggest that organisms make use of explicit knowledge or world

models, i.e. internal representations of the external world:

12
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If the organism carries a “small-scale model” of external redity and d its own passible
adions within its head, it is able to try out various alternatives, conclude which is the best
of them, read to future situations before they arise, utilize the knowledge of past eventsin
deding with the present and future, and in every way to react in a much fuller, safer, and
more cmmpetent manner to the emergencies which faceit. (Craik, 1943)
That means, in Craik’ s view the organism is not just physically situated in its environment, but it also
has its own internal model of it, which allows it to dea with that external reality in a more effedive
manner. Craik had little to say abou the exact form of the interna representations or the processes
manipulating them (cf. Johnson-Laird, 1989). However, he elaborated that by a ‘model’ he meant
“any physical or chemicd system which has a similar relation-structure” and “works in the same

way as the processes it paralels’ (Craik, 1943. Hence his nation of such an internal model was

much closer to a‘mirror’ of external reaity than von Uexkiill’ s nation of a‘ counterworld’.

As a result of the increasing use and urderstanding of computer technology during the 1940s and
50s, researchers began to realize the information procesgng capabilities of computers and liken them
to those of humans. Taken to extremes, this analogy edhoes the computer metaphor for mind, ore of
the central tenets of cognitivism and traditional Al, which considers cognition to be much like a
computer program that could be run onany madine caable of running it. Pfeifer and Scheier
summarize the functionalist view (Putnam, 1975 asfollows:
Functionalism ... means that thinking and aher intelligent functions need not be caried
out by means of the same machinery in order to reflect the same kinds of processs; in fad,
the machinery could be made of Emmental cheese, so longasit can perform the functions
required. In ather words, intelligence or cognition can be studied at the level of algorithms
or computational processes without having to consider the underlying structure of the
device on which the dgorithm is performed. From the functionalist position it follows that
there is a distinction between hardware and software: What we are interested in is the
software or the program. (Pfeifer and Scheier, 199, p. 8)
Neisser (1967), in his bodk Cognitive Psychology, which defined the field, also stressed that the

cognitive psychologist “wants to urderstand the program, na the hardware”. Thus earlier theories,

including those of von Uexkill and Piaget, on the interaction between arganisms and their

13
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environments were divorced from the dominant themes in the mind sciences. Combining Craik’ sidea
of the organism carrying a “small-scde model” “ within its head” with the functionalist view that the
esence of cognition and intelligent behavior was to be sought in body-independent computation,
traditional Al from then on basicaly completely negleded both organism (body) and reality.
Accordingly, research in CS and Al focused onwhat von Uexkdll (1957) referred to as the “inner
world of the subject”. The cognitivist view, however, is that this ‘inner world' consists of an interna
model of a pre-given ‘external redlity’, i.e. representations (in particular symbals) corresponding or
referring to external objects (‘knowledge’), and the computationd, i.e. formally defined and
implementati on-independent, processes operating on these representations (‘thouwght’). That means,
like von Uexkill’s theory, cognitivism was grictly oppcsed to behaviorism and emphasized the
importance of the subject’s ‘inner world’, but completely unlike von Uexkill and Piaget it de-
emphasized, and in fact most of the time cmpletely ignored, the ewironmental embedding through
functional circles or action schemes. That means, iswes like situatedness agent-environment
interaction and the auitonamous construction of representations were for a long time simply largely

ignored.

The most prominent example of this cognitivist view is the so-cdled Physical Symbol System
Hypothesis (PS31) (Newdl and Simon, 1976 which charaderizes the gproach of traditional Al as
dedicated to the view of intelligence a symbo manipulation. The PS3H states that symbal systems,
redlized in some physica medium, have the necessary and sufficient means for intelligent action.
Pfeifer and Scheier (1999) further elaborate this view asfollows:

Computational processes operate on representations, the symbol structures. A (symbolic)

“representation” [see Figure 3] in the sense that Newell and Simon mean it refers to a
situationin the outside world and obeys the “law of representation,” namely

decode[ encode(T) (encode( Xy))] = T(Xy)

where X, isthe original situationand T is the external transformation (Newell 1990, p.59).
There is an encoding as well as a decoding function for establishing a mapping between
the outside world and the internal representation. (Pfeifer and Scheier, 1999, p.44)

14
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original situation operation result of operation

Xl T X2

real

world =B
(hand)

vvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvv encode encode decode
internal (block A) (block B) > (block A) (block B)
representation (table Ta) (table Ta)
(on B A) (on A Ta) (move operator) (on A Ta) (on B Ta)
R1 RZ

Figure2:  Thelaw of representation (adapted from Pfeifer and Scheier, 1999,p. 45). X, the
origina situation in the rea world is mapped orto internal representation R.. T, the operator
that moves B on the table is mapped orto an internal representation as well — the ‘move
operator’. When the move has been carried out in the rea world and on the internal
representation, the resulting real world situation X, and the deaoding of the resulting internal

representation R, should be identicd.

A number of symbalic knowledge representation schemes were developed, in particular during the
197Gs, including frames (Minsky, 1975, semantic networks (e.g., Woods, 1975 and scripts (Schank
and Abelson, 1977). We will here only look at the latter in some detail and wse it as an example,
which will help to illustrate and analyse the problems with symbadlic knowledge representation in

general in Section 32.

Schank and Abelson’s (1977) research aimed to enable computers to understand natural language
stories. The gproach was to provide the computer with scripts, i.e. symbalic representations of the
esenceof stereotypical socia activities, such as ‘going to arestaurant’. The computer should then be
able to useits scripts to understand simple stories. A very simple example of a story might be “John

went to a fancy restaurant. He ordered a stesk. Later he paid and went home.”. The computer’s
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understanding could then be tested by asking it questions such as “Did John sit down?” or “Did John
eda?’. In bah cases the answer should, of course, be “Yes’, because it is common-sense knowledge
that people sit down in restaurants (at least fancy ones), and that they only pay for foodthey actualy

have received and eaten.

Scripts were written in an event description language alled ‘Conceptual Dependency’ (Schank,

1972 consigting about a dozen primitive, context-free ats, including:

«  PTRANS-aphysical transfer of an object
«  ATRANS-an abstract transfer of, for example, posssdon, control, etc.

*  MBUILD -"*building’ something mentally; e.g., making adedsion

Hencepart of a script for going to a restaurant, for example, could look li ke this (Schank, 1975h):

Script: restaurant.
Roles; customer; waitress chef; cashier.
Reason: to get food so asto go davn in hunger and upin pleasure.
Scene 1, entering:
PTRANS - gointo restaurant
MBUILD —findtable
PTRANS - goto table
MOVE —sit down
Scene 2, adering:
ATRANS —receive menu

(Schank, 1975 p. 131)

3.2 Critiquesof Computationalism and Symbolic Al

Towards the end of the 1970s traditional Al came under heavy attadk from several directions. The
most prominent critics were Dreyfus (1979) and Seale (1980), who criticized symbadlic Al, and

computationalism in general, from different angles. Both their attacks, however, addressthe isaues of
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situatednessand embod ment, and the lack thereof in traditional Al, which is why we discussbaoth of

them in some detail in the foll owing two subsections.

3.2.1 Dreyfus Critique of Explicit Representation

Hubert Dreyfus, in his 1979 bo& (second edition), What Computers Can't Do: A Critique of
Artificial Reason, strongly questioned traditional Al's use of explicit, symbadlic representations and
its focus on limited, isolated damains of human knowledge, such as ‘restaurant going’, which he
referred to as ‘micro-worlds . He argued that the resulting Al programs represented descriptions of
isolated bits of human knowledge “from the outside”, but that the programs themselves could never
be “ situated” in any of these descriptions. Basing much o his argument on Heidegger (1962 and
his notion of ‘ equipment’, Dreyfus argued that even simple everyday objects such as chairs could na
be defined explicitly (and thus could na be represented to a computer in symbadlic form). His
argument is thus largely compatible with von Uexkill and Piaget’'s view of knowledge s tied to
adion and the anstructivist distinction between the physical objed in-itself and the meaning
attributed to it by a subject (which makes it a semiotic object, i.e. part of an agent’s phenomenal
Umwelt). In Dreyfus words:
No piece of equipment makes snse by itself, the physicd object which is a chair can be
defined in isolation as a @llection d atoms, or of wood @ metal components, but such a
description will not enable us to pick out chairs. What makes an object a chair is its
function, and what makes possible its role & equipment for sitting is its placein a tota
practica context. This presupposes certain facts about human beings (fatigue, the way the
body lkends), and a network of other culturally determined equipment (tables, floors,
lamps) and skills (eding, writing, ...). Chairs would not be egquipment for sitting if our
knees bent backwards like those of flamingos, of if we had no tables, as in traditiona
Japan or the Australian bush. (Dreyfus, 1970)

Commenting on Minsky’s (1975) argument that chairs could be identified using certain context-free

features (which, however, he left unspecified), Dreyfus pointed out:
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There is no argument why we should expect to find elementary context-free features

charaderizing a dair type, nor any suggestion as to what these features might be. They

certainly cannot be legs, back, seat, and so on since these are not context-free

charaderistics defined apart from chairs which then “cluster” in a dair representation;

rather, legs, back, and the rest, come in al shapes and variety and can only be recognzed

as aspects of aready recognized chairs. (Dreyfus, 1979
According to Dreyfus, the “totally unjustified” belief that micro-worlds (such as knowledge éout
chairs or restaurant-going) could be studied in relative isolation from the rest of human knowledge is
based ona“naive transfer” to Al of methods from the natural sciences. An example of such atransfer
isWinograd' s (1976) characterization of Al research on knowledge representation:

We are oncerned with developing a formalism, or “representation”, with which to

describe ... knowledge. We seek the “atoms’ and “particles’ of which it is built, and the

“forces’ that ad onit. (Winograd, 1976, p.9)
In the natural sciences such an approach is valid, Dreyfus argued, due to the fact that many
phenomena ae indeed the result of “lawlike relations of a set of primitive elements’. However, the
“sub-worlds’ that humans are involved in in their everyday life, such asthe ‘worlds of business of
restaurant-going, a of chairs, are not context-free ‘structural primitives’. Hence, they do not
compose like building-blocks, bu ead of them is a “mode [or variation] of our shared everyday
world”. That means, different domains of human knowledge “are not related like isolable physical
systems to larger systems they compose; they are loca elaborations of a whole which they
presuppose’ (Dreyfus, 1979). The reader shoud notice the resemblance of this argument concerning
the parts and wholes of (human) knowledge to von Uexkill’s argument concerning the entrifugal
‘construction’ of living organisms (cf. Section 2. In bah cases the ‘parts presuppose the ‘whole’,

rather than the other way roundas in most man-made atifacts.

More specifically, with respect to Schank’s abowve restaurant script, Dreyfus argued that the program,
even if it can answer the questions “ Did Johnsit down?” and “Did Johneat?”, can only doso because
what normally happens in a restaurant has been “preselected and formalised by the programmer as

default assignments’. The situation’s badkground, however, has been left out, such that “a program
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using a script cannot be said to understand gadng to a restaurant at all”. This lack of ‘true
understanding’ is revealed as soonas we ak the program non-standard questions sich as whether or
nat the waitress wore dothes, or whether she walked forward or backward — questions it could na
possibly answer based on the script alone. Cognitivists could of course rightly argue that scripts were
never meant to encode the whole background, including common-sense knowledge @out clothes,
walking, gavity, etc., anyway. Dreyfus argument is, however, na to be understood as a aitique of
scripts as guch, but as an argument against the explicit style of representation used in symbadlic
knowledge representation schemes such as <ripts. An attempt to prove Dreyfus and aher Al critics
wrongin this point is the CY C project, started in 1984(Lenat and Feigenbaum, 1991). This projed’s
ambitious goa is to explicitly formalize human common-sense knowledge, i.e. “the millions of
abstractions, models, facts, rules of thumb, representations, etc., that we dl possess and that we
asame everyone dse does’ (Lenat and Feigenbaum, 1991,p. 216). Although the project was initialy
intended as a 10-yea project ‘only’, it has © far failed to convince Al critics that its goal could ever
be adieved (e.g., Clark, 1997). However, back to Dreyfus (197) origind argument; his radical
conclusion was that “sinceintelligence must be situated it cannot be separated from the rest of human
life”. That ‘rest’, however, includes bodily skill s and cultural practices, which, according to Dreyfus,

could na possibly represented expli citly and thus could na be formalized in a cmputer program.

Dreyfus explanation of human situatedness and why a traditional Al system, i.e. a formally defined
computer program, could not possibly have it, is worth quoting at length, because (@) it is to our
knowledge the first detailed discussion d situatedness (under that name) in an Al context, and (b) it
still today is highly relevant to recent work in situated and emboded Al, which in a sense ams to

situate artificial intelligence by groundng it in artificia life (cf. Section 4).

Humans ... are, as Heidegger puts it, always already in a situation, which they constantly
revise. If we look at it genetically, thisis no mystery. We can seethat human beings are
gradually trained into their cultural situation an the basis of their embodied pre-cultural
situation ... But for this very reason a program ... is not aways-arealy-in-a-situation.
Evenif it represents al human knowledgein its gereotypes, including al possible types of
human situations, it represents them from the outside ... It isn't situated in any one of
them, and it may beimpassible to program it to behave & if it were.
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... Isthe know-how that enables human beings to constantly sense what spedfic Situation
they are in the sort of know-how that can be represented as a kind of knowledge in any
knowledge-representation language no matter how ingenious and complex? It seems that
our sense of our situation is determined by our changing moods, by our current concerns
and pojects, by aur longrange self-interpretation and probably also by our sensory-motor
skills for coping with objects and people — skills we develop by practice without ever
having to represent to ourselves our body as an object, our culture as a set of beliefs, or our
propensities as situation-action rules. All these uniquely human capacities provide a
“richness’ or a “thickness’ to ou way of being-in-the-world and thus seem to play an
esential role in situatedness, which in turn urderlies al intelligent behavior. (Dreyfus,
1979

3.2.2 Searl€'sCritique of Computationalism

John Searle (1980) also used Schank’s work on script as an example in order to question in general
the computationdist nature of traditional Al. Moreover, he suggested to distinguish between the
position of weak or cautious Al which sees the computer as a powerful tool in the study of mind (a
position he agreed with), and that of strong Al which would hold that “the appropriately programmed
computer realy is amind, in the sense that computers given the right programs can be literally said

to urderstand and have other cognitive states’.

Seale went onto present his now famous Chinese Room Argument (CRA) which has haunted strong
Al researchers ever since — a thought experiment intended to answer the question to what extent, if
any, a computer running Schank’s script could be said to understand a natural |anguage story. The
CRA goes approximately like this: Suppose you, knowing no Chinese & all, are locked in a room.
Under the door you are pas=d a first and a second katch of Chinese writing. With you in the room
you have aset of rules (in English) for relating the first to the second set of symbds. You further
receive athird batch of Chinese writing together with English instructions, which allow you to
correlate dements of the batches, and instruct you how to give badk Chinese symbds in resporse to
the third batch. Now, the aucia question is, do you understand Chinese in the sense that you
adually know what any of the symbals mean? The obvious answer, Searle argued, is that you do rot.

Suppase the people outside the room, cdl the first batch a‘script’, the second ore a‘story’, the rules
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‘a program’, the third batch ‘questions’, and your responses ‘answers. Further, suppose the
‘program’ is very good then your ‘answers might be indistinguishable from those of a native
speer of Chinese. That means, the point here is that, although from outside the room you might be
considered to urderstand, obviousy everybody who knows what goes on inside the room redizes
that you are just “manipulating uninterpreted formal symbols’. Furthermore, Searle ancluded, since
you, inside the room, are “simply an instantiation of the computer program”, any computer using the
same script, or any other purely formally defined system for that matter, would have to be said to

understand as much of what it processes as you urderstand Chinese; namely nathing at all.

Thereasonfor thisladk of understanding in the computer’ s case, Searle elaborated, is that, due to the
fact that there are no causal connections between the internal symbals and the externa world they are
suppcsed to represent, purely computational Al systems ladk intentionality”. In other words,
traditional Al systems do nd have the cpacity to relate their internal processes and representations
to the externa world. In semiotic terms, what Al reseachers intended was that the Al system, just
like humans or other organisms, would be the interpreter in a triadic structure of sign (internal
representation/symbal), externa object and interpreter. What they missed ou on, havever, was that
the interpreter could not possibly be the Al system itself. Thisis due to the fact that, in von Uexkdill’s
terms, the “inner world o the subject” was completely cut off from the external world by traditional
Al’s complete disregard for any environmental embedding through receptors and effectors. Hence, as
illustrated in Figure 4, the mnnedion or mapping between interna representational domain and the
externa represented world is redly just in the eye (or better: the mind) of the designer or other

observers.

* Thisis of course not undisputed:; for asymbalist accourt of intentionality see(Fodar, 1987).
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designer

internal representation world

Figure3: “What ‘readly’ happensin traditional Al representation” (Dorffner, 1997). There
are dired mappings between abjects in the world and the designer’ s own internal concepts, and
between the designer’s concepts and their courterparts in the Al system’s representational
domain. Thereis, however, nodirect, designer-independent, connection between the Al system
and the world it is suppased to represent. Hence, the Al system ladks ‘first hand semantics'.
Adapted from Dorffner (1997).

It shoud be noted that Seale himself, contrary to common misinterpretations of his argument, did
not suggest that the ideaof intelligent machines would have to be @andoned. In fact he agued that
humans are such madines and that the main reason for the fail ure of strong (traditional) Al was that
it is concerned with computer programs, but “has nothing to tell us about machines' (Searle 1980),
i.e. physical systems stuated in and causally connected to their environments. That means, instead of

acaising Al to be materidistic/mecdhanistic (for its bdief that (man-made) madines, could be
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intelligent), Searle actually acaised Al of dualism, for its belief that disemboded, i.e. body-lessand
bodyindependent, computer programs could be intelligent. Hence, his conclusion was that Al
research, instead of focusing on purely formally defined computer programs, shoud be working with
physicd madines equipped with (some of) the causal powers of living braingorganisms, including
perception, adion and learning, i.e. the capacity for autonomous construction d an own view of the
world. In fact, as we will seein Section 4,that is approximately what modern Al, in particular work
in adaptive robotics, does - it focuses on robots, i.e. physica systems, which ‘perceive’, ‘act’ and

‘learn’ (by artificial means) in interaction with the environment they are situated in.

Long before this type of research got started, Searle (1980) himself in fact formulated a possible
“robot reply”, which argued that putting traditional Al systems into robots would provide them with
(some of) the causal powers he had claimed missng in puely computational, disemboded computer
programs of traditional Al. He did, however, reject that reply, arguing that it could not possibly make
any differenceto the person in the Chinese room, if, unknown to that person, some of the incoming
symbals came from a robot’s sensors and some of the outgoing symbals controlled its motors. We
will get back to thisargument in Section 5.4and evaluate to what extent it applies, twenty yeas | ater,

to contemporary Al reseach.

3.3 Connedionism

3.3.1 Basics

A standard connedionist network, or (artificial) neural network (ANN), is a network of a (possibly
large) number of simple cmputational units, typically organized in layers (cf. Figure 5). Eacd wnit
(or artificial neuron) usually receives a number of numerical inputs from other units it is connected
to, calculates from the weighted sum of the input values its own numerical output value acording to
some adivation function, and passes that value on as input to other neurons. The feature of ANNs
that allows them to learn functional mappings from examples is the fact that each connection

between two units carries aweight, a numerical value itself, that moduates the signal/value sent from
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one neuron to the other. By wedening or strengthening of the connection weight, the signal flow
between individua neurons can be alapted, and through coordination of the individual weight

changes the network’ s overall mapping from input to output can be learned from examples.

OO0 e

Q Q hidden layer
connection
weight 7
Q input layer

Figure4: A typicd feed-forward artificial neural network (ANN). Each circle represents a

unit

unit (or artificial neuron), and each solid line represents a cnnrection weight between two
units. Activation in this type of ANN is fed forward only, i.e. from input layer via ahidden
layer to the output layer.

A number of learning techniques and algorithms have been applied to training ANNSs, which vary in
the degree of feedback they provide and the degree of self-organization that they require from the
network. During supervised learning ANNSs are provided with input values and correct target outputs
in every time step. That means, the network is instructed on which inputs to use and which output
signals to produce, but how to coordinate the signal flow in between input and output is up to the
network’s self-organization. Hence, interna representations (weights and/or hidden unit adivations,
cf. Sharkey, 1999 could be mnsidered to be signs (or their moduators) private to the network and
often opaque to outside observers. Thus, unlike traditiona Al, conredionists do nd promote
symbalic representations that mirror a pre-given externa reality. Rather, they stressself-organization
of an adaptive flow of signals between simple processing units in interaction with an environment,

which is compatible with an interactivist view of representation (Bickhard and Terveen, 1995
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Dorffner, 1997). Conrectionism thus offers an dternative gproach to the study of cognitive
representation and sign use. In particular the parallel and dstributed nature of weight and urit
representations in ANNs, and the fact that these representations can be anstructed from
‘experience’, i.e. in interaction with an environment, make conredionism largely compatible with

the constructivist view of adaptation driven by the need to fit environmental constraints.

However, in most traditional conrectionist work the ‘environment’ is till reduced to input and
output values provided/interpreted by human designers/observers (cf. Lakoff, 1983; Manteuffel, 199
Clark, 1997; Dorffner, 1997). That means, networks are not, like real nervous g/stems, embedded in
the context of an (artificia) organism and its environment. Thus, athough in a technicdly different
fashion, most conrectionists are, like agnitivists, mainly concerned with explaining cognitive
phenomena & sparated from organism-world interaction. Hence, much conrectionist research
focuses on the modeling of isolated cognitive apacities, such as the transformation of English verbs
from the present to the past tense (Rumelhart and McClelland, 186) or the prediction d letters or
words in sequences (Elman, 199), i.e. ‘micro-worlds’ in Dreyfus (1979) sense (cf. Section 3.21).
In von Uexkill’s terms: Most conrectionist research is only concerned with the self-organization of
the subjed-internal part of the functional circle (where inpu units might be roughly likened to
receptors and autput units to effectors). Or in Piaget’s terms. Knowledge is naot at all tied to action.
Making the mnnection between inputs, outputs and internal representations and the objeds they are
suppased to represent, is again left to the mind o the observer, similar to the situation illustrated in

Figure 3.

3.3.2 Reaurrent Connectionist Networ ks

Aslong as we ae using a feed-forward network, i.e. a network in which activation is only passed in
one direction, the mapping from inpu to output will always be the same (given that the network has
arealy learned and daes not modify its connection weights anymore). Hence, the network will be a
‘trivial machin€ , i.e. independent of past or input history same inputs will always be mapped to same

outputs. However, if we ald internal feedbad through recurrent connections to the network it
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bemmes a ‘norttrivial’ madine. We can roughly distinguish between first-order feadbad, i.e. the
re-use of previous neural adivation values as extra-inpus (e.g., in Elman’s (1990) Simple Reaurrent
Network), and higher-order feedback, i.e. the dynamicd adaptation/moduation of the cnrection
weights embodying the input-output mapping (e.g., in Pollack’s (1991) Sequential Cascaded
Network). In bah cases the mapping from inpu to output will vary with the network’s internal state,
and thus the madhine, depending on its past, can effectively be a‘different’ macdiine in each time
step. For the network itself this means that it no longer merely reacts to ‘external’ stimuli, but it
‘interprets’ inpus according to its own internal state. Or in von Uexkdll’s (1982) terms, the network
dynamicaly constructs a *historical basin of readion’, which alows it to imprint its ‘ ego-quality’ on
incoming stimuli. That means, here the functional circle(s) realized by the recurrent network, and
thus the ‘meaning’ it attributes to inputs, do actually vary with time, na completely unlike the

varying level of hurger effects the meaning a piece of food hasfor an animal.

Reaurrent connectionist networks play an important role in the study and modelling of cognitive
representation and their construction. Thisis dueto the fact that they account for both the (long-term)
representation d learning experiencein conrection weights as well as the (short-term) representation
of the aontrolled agent’s current context or immediate past in the form of internal feedbadk. Peschl
(1997) has pointed out that RNNs, like red nervous g/stems, are “structure determined” (cf. also
Maturana and Varela, 1980, which means that their reaction to environmental stimuli always
depends on the system’s current state (or structure), and thus is never determined by the input alone.
Peschl referred to this as the “autonomy of a representational system”. He further argued that in such
reaurrent networks traditional concepts of knowledge representation (asa ‘mirror’ of external reality)
are not applicable due to the fact that there is “no stable representational relationship of reference”.
Hence the “goal of representation” in such systems, he argued, could not be to achieve an accurate
mapping of an external environment to internal referential representations. Instead, reaurrent neural
systems doud be viewed as “physical dynamicd devices embodying the (transformation)
knowledge for sensorimotor [inpu-output] integration and generating adequate behavior enabling the

organism’'s aurvival”. Thus, Peschl’s view is largely compatible with the earlier discussed
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constructivist view of knowledge & tied to action, i.e. knowledge @& medhanisms of adequate
sensorimotor transformation. This is particularly clea in his characterisation of knowledge &
“representation without representations”:
The internal structures do na map the environmental structures; they are rather responsible
for generating functionally fitting behaviour which is triggered and modulated by the
environment and determined by the internal structure (... of the synaptic weights). It isthe
result of adaptive phylo- and mtogenetic processes which have changed the architecture
over generations and/or via learning in an individual organism in such a way that its
physicd structure embodies the dynamics for maintaining a state of
equili brium/homeostasis. (Peschl, 197)
Aware of the limitations of disesmboded neura networks, Peschl further suggested a system relative
concept of representation as “determined na only by the environment”, but a'so highly dependent on

“the organization, structure, and constraints of the representation system as well as the sensory/motor

systems which are enbedded in a particular body structure”.

3.3.3 Searleand Dreyfuson Connectionist Networks

Dreyfus' and Searle’s origina criticisms of Al (cf. Section 32) were formulated before the re-
emergence of connectionism in the mid-198G. Thus, at the time they were mostly concerned with
symbdlic Al, such as the work of Schank and ahers on symbadlic knowledge representation. Searle
(1990), whose original argument was mostly concerned with the purdly computational nature of
traditional Al systems, has pointed ou that his argument “applies to any computational system”,
including conrectionist networks. He illustrated this with a variation of the CRA, this time replacing
the Chinese room with a “Chinese gym”, i.e. “a hall of many mondingual, English-spe&ing men.
These men would cary out the same operations as the nodes and synapses in a conrectionist
architedure ... and the outcome would be the same & having one man manipuate symbols
acording to arule bodk”. Still, athough the people in the gym operate differently from the personin
the room in the original CRA, according to Searle, obvioudy “[n]o one in the gym spe&ks a word of

Chinese, and there is no way for the system as a whole to learn the meaning of any Chinese words.”
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Hence to him the use of connectionist networks as gduch, without embedding in bod/ and
environment, does not at al solve the problems of computationalism. In his own words: “You can’t
get semantically loaded thought contents from formal computations alone, whether they are done in
serial or in pardlel; that is why the CRA refutes grong Al in any form.” (Searle, 1990). In adightly
later paper, however, Seale (1991, p. 59) acknowledges as one of the “merits’ of conrectionism
that “at least some annedionist models show how a system might convert a meaningful inpu into a
meaningful output without any rules, principles, inferences, or other sorts of meaningful phenomena

in betweean”.

Similarly, Dreyfus (1996), whose original criticism had been concerned mostly with the explicit
nature of traditional Al representation, pointed ou that connectionist networks must be mnsidered a
powerful aternative to symbalic knowledge representation. This is due to the fact that they “provide
a model of how the past can affect present perception and action without needing to store specific
memories at al”. Of particular interest, he agued, similar to Peschl (cf. Section 3.32), are reaurrent
conrectionist networks, which he referred to as “the most sophisticated neural networks’. The reader
might recall that Dreyfus (1979) argued that the problem with traditional Al’s explicit representations
was that they were naot situated, whereas humans did na have that problem since they are “dways
arealy in asituation, which they constantly revise”. Similarly, Dreyfus (1996) describes the working
of recurrent connectionist networks (apparently with an SRN-like network in mind): “The hidden
nodes of the most sophisticated networks are dways already in a particular state of activation when
input stimuli are received, and the output that the network produces depends on this initia
adivation.” Hence, reaurrent neural mechanisms provide an agent with the means to actively (re-)
construct its own current situation in the sense that it dynamicdly adapts its behavioral disposition
and thus its way of attributing meaning to incoming stimuli (cf. Ziemke, 199%; Ziemke and Sharkey,

in press). In Dreyfus words:
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If the input corresponds to the experience of the arrent situation, the particular prior
adivation of the hidden nades which is determined by inputs leading up to the airrent
situation might be said to correspond to the expedations and perspective the expert [an
agent] brings to the situation, in terms of which the situation solicits a specific response.
(Dreyfus, 1996
Dreyfus (1996) did, havever, also pdnt out that “there are many important ways in which neura nets
differ from emboded brains’. The main differencethat he points out is, asin his 1979 Al criticism,
the lack of an embedding in a body and an environment. According to Dreyfus (referring to ANN
models of human cognition), “this puts disemboded neural-networks at a serious disadvantage when
it comes to leaning to cope in the human world, Nothing is more dien to our life-form than a
network with noup/down, front/back orientation, nointerior/exterior distinction, ... The odds against
such a net being able to generalize & we do, ... are overwhelming”. Hence, his conclusion is that
ANNswould have to be “put into robots’ which would al ow them to construct their own view of the

world. As discussed in Section 4, roughly speaing, this is what much of modern Al and adaptive

robatics does.

3.3.4 Radical Connedionism

As an dternative to nonsituated connectionist models, Dorffner (1997) suggested a neural bottom-up
approach to the study of Al and CS which he termed radical connectionism. The key aspeds of
Dorffner's formulation o this approach, which he referred to as “one possible implementation” of

constructivism, are afollows:

» Self-organisation, i.e. automatic adaptation in interaction with the eavironment, rather than
explicit design, should be the major method of developing internal representations and

behavioral structures.

« Systems dhoud interact with their environment via sensorimotor interfaces. That means
inputs and autputs dould na be “pre-digested representations’, but the former should

come from sensors and the latter should control motors.
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e Systems shoud exploit rich conrectionist state spaces, rather than discrete and arbitrary

tokens typical for symbdli ¢ representations.

« Any high-level aspects of cognition, such as the formation or use of concepts, should be

“embedded and grounded in sensorimotor loops and experiences’.

» RCresearch should focus oninteractive and situated models, i.e. “models (or systems) that
do nd passively receive and process input but are inextricably embedded in their
environment and in a mnstant sensori-motor loop with it via the system’s own actions in

the environment” (Dorffner, 1997, p.97).

Furthermore, Dorffner (1997, p. 98100 identified three nations of representation in cognitive

science and Al.

 Type 1. “an explicit encoding of structures in the outside world”, i.e. the notion of
representation “that is employed for most traditional Al models, where knowledge is e
as mekind d ‘mirror’ of the external world (or a subset thereof ...)". Thisis the notion
of representation as a mapping/corresponcdence between agent-internal and agent-external

structures (i.e. a‘ Darstellung’), asillustrated above in Figures 2 and 3.

* Type2: “interna structures onwhich an agent operates to guide its behaviour”. Following
Bickhard and Terveen (1995), Dorffner refers to this nation as interactivist or interactive
representation, and points out: “The meaning of this type of representation is defined only
with respect to the agent itself, its drives and needs, and its behaviour”. Hence, this notion
is compatible with the cnstructivist notion d representation as a @nstructed, subjective
view of the world, i.e. a ‘Vorstellung' in Kant's sense or a ‘presentation’ in von
Glasersfeld' s terms (cf. Sedion 2. Dorffner points out that although “no encoding of
anything must be presumed ... those representations can have abautness, but only for the

agent itself”.
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e Type 3. the very broad notion of representations as causal relationships or
correspondences, such as between, e.g., a light stimulus and the correspondng neura

firingsin the retina.

We will seein Section 4that framework of radicd connedionismisto ahigh degree mpatible with
much of modern robotic Al. In particular adaptive neuro-robdics, i.e. the combination o neural
roba control mecdhanisms and computational learning techniques, can be seen as a form of radical

conrectionism, as will be discussed in detail i n Section 44.

4. New Al: Situated and Embodied Autonomous Agents

Having reviewed computationdist Al and its problemsin Section 3,this one will take a ¢ose look at
theins and auts of the aternative battom-up approad, programmeticaly titled ‘New Al’, which has
been developed since the mid-198Gs. For this purpose we will first overview some of the key ideas
and terminology of the new approach in Subsection 4.1, introducing New Al nations of
‘situatedness’, ‘embodment’, and ‘autonomous agent’. Subsection 4.2then discusses artificial life
models, focusing on me of the earliest examples of a situated artificial autonamous agent, Wilson's
(198) Animat, in order to illustrate some of the key isaies in New Al in some more detall.
Subsection 4.3 discusses Brooks behavior-based robotics approach and his subsumption
architedure. Subsedion 4.4, findly, examines in detail adaptive neuro-robatics, i.e. the use of
artificial neural systems and adaptive techniques for the control of autonomous agents, and ill ustrates
the discussion with examples of experimental work on the aonstruction of interadive representations

in robot-environment interaction.

4.1 Key Ideas

Aroundthe mid-1980Gs a number of reseachers began to question nd only the techniques used by
traditional Al, bu aso its top-down approach and focus on agent-internal reasoning in general. They

suggested a bottom-up approach, often referred to New Al or Nouvelle Al, as an alternative to the
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framework of cognitivism and traditional Al (e.g. Wilson, 1985 1991 Brooks, 1986a, 1990). In
particular, it was agreed that Al, instead of focusing on isolated ‘high-level’ cognitive caacities
(‘micro-worlds’, in Dreyfus' terms), should be gproached first and foremost in a bottom-up fashion,
i.e. through the study of the interadion between simple, but ‘complete’ autonamous agents and their
environments by means of perception and action (e.g., Brooks, 1991a). Beer (19%) charaderises the
term ‘autonamous agent’ as follows:
By autonamous agent, | mean any embodied system designed to satisfy internal or externa
goals by its own actions while in continuaus longterm interaction with the environment in
which it is situated. The dass of autonomous agents is thus a fairly broad ore,
encompassing at the very least al animals and autonomous robots. (Beer, 1995
This broad ndion can be @mnsidered a good first approximation which, probably, the majority of
researchers in New Al would agreeto. However, we will seein the following sections that there is
some disagreament as to what exactly is meant by “emboded”, “situated” or “its own actions” in the
above definition. Brooks (1991b), the most influential proponent of the new approach, referred to
situatednessand embod ment as “the two cornerstones of the new approach to Artificial Intelligence”

and characterized them as follows:

[Situatedness] The robots are situated in the world - they do not deal with abstract
descriptions, but with the here and now of the world drectly influencing the behavior of
the system.

[Embodiment] The robots have bodies and experience the world directly - their actions

are part of a dynamic with the world and have immediate feedbad< on their own

sensations. (Brooks, 1991b, p.571,original emphases).
A word of warning: It may sean that much of the above and the following discussion presupposes
that artificial autonomous agents can have first hand semantics and experience or that they have
genuine aitonamy, subjectivity, qualia, experience and perception, or that the type of learning and
evolution we discussis the same & in living organisms. That is an incorrect impression, as will be
discussed in further detail in Section 5.4(cf. also Sharkey and Ziemke, 1998 Ziemke and Sharkey, in

press). However, instead of marking ead term with qudes or qualifications such as “it has been
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argued that”, we have put in this disclaimer so that we aan simplify and improve the flow of the

discussion.

4.2 Artificial Life Modes

One of the earliest autonamous agents to seethe light of the (simulated) day was Wilson's (1985)
Animat, which also came to coin the term animat approach for research onthis type of agent. The
Animat was a smple ‘artificial animal’, situated in a smulated grid-world environment which also
contained trees and food items, as illustrated in Figure 5. The agent’s only task was to find (and

thereby automatically consume) fooditems.

3
A

Figure5:  Wilson's (198) Animat (A), an artificid life agent in part of its smulated grid-
world environment. Food (F), in this particular world, is always placel close to trees (T) — a
regularity that the Animat learns to exploit. The arows indicae asequence of five movements
during which the Animat steps aroundatreeand finally finds a pieceof food.

The Animat, whase orientation is constant, is equipped with two sensors each for ead of the aght
neighbaiing squares, i.e. it cannot see beyond the cells aurrounding it. Of these two sensors one
detects edible objects whereas the other detects opague objects, such that for each of the eight cells
closeto it the Animat can distinguish between food (input 11 for ‘edible’ and ‘ opaque’), tree(01) and
an empty square (00). The agent is controlled by a number of classifiers encoding ‘ situation-adion

rules. It adapts these rules through learning in interaction with the environment using genetic
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algorithms. Most of the details of the control and learning mechanisms can be ignored here. It is,
however, worth noting that in ead time step the Animat uses one of its rules to determine its current
adion. Each rule has a premndition that has to match the current sensor input (posshbly using
wildcards) and is associated with a aertain action, i.e. one of eight passible directions (neighboring
cdls) that the Animat can move to. For example, one passible rule could be (in abstract from): ‘If
there is food to the north of me, then | move north’. Thus the Animat’s adion at time step t is
determined based solely on the sensory input at time step t. That means, the ayent is purely reactive;

apart from its ‘ situation-adionrules’, it has no means of remembering its past or planning its future.

Nevertheless, Wilson's experiments siowed that the Animat learns to carry out what appear to be
planned sequences of coordinated actions. For example, as long as it senses neither food na trees it
keeps moving in ore direction —an effective ‘search strategy’ (its environment is dhaped like the
surfaceof a doughnu, i.e. there ae no walls). When deteding a tree as illustrated in Figure 5, it
‘steps around the tree’ until it senses afooditem whereuponit moves towards it immediately. Thus,
although the Animat has no aher memory or ‘representation’ than its snsor-adion rules, it appeas
to ‘know’ that food can be foundclose to trees, despite the fact that it cannot possibly represent this
explicitly. Furthermore, as mentioned above, it exhibits coherent sequences of actions or ‘strategies,
one for ‘searching’ and ore for ‘stepping-arounda-treein-seach-of-food. The former is of little
interest, since it can be explained by a single rule: “if you see neither food ror trees then move to
direction X”. The latter strategy, howvever, is more interesting since it requires the agent to deal with
a sequence of different situations. In the example illustrated in Figure 5, before the Animat can sense
the food, the treefirst appears to its north-east, then to its north, etc. Hence, the agent has to ‘do the
right thing' in each and every time step to carry out a successful sequence without actually
‘knowing’ that it is carrying out such a sequence The reason this works, is of course the treg which
ads as a scaffold that ‘guides the agent arounditself, and thus towards the food, in a series of purely
reactive moves. Similar mechanisms have been shown to be at work in, for example, the mother
duck’s parenting behavior. Lorenz (1937) reported that he first assumed that the mother duck’s

behavior required some explicit internal representation of a certain duckling being her offspring or
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herself being a parent. Later, however, he concluded that each o the different parenting adivities
was in fact triggered by a different sign stimulus, and that the source of al these stimuli was the
duckling ‘out there’ (cf. also Hendriks-Jansen, 196). Hence, similar to the Animat’s case and in von
Uexkdll’s example of the tick (cf. Section 2), it is not some internal mirror of the external world, bu
the world ‘itself’ (as perceived by the agent) that provides continuity and coherence to the agent’s
behavior. Thisis exactly what Brooks (1991b) in his above definition of situatednessreferred to as
the “here and naw of the world drectly influencing the behavior of the systems’. In the New Al this

iscommonly summarized in logans auch as“ The world isits own best model.” (Brooks, 1991b).

Althouwgh simple ssimulated AL creatures such as Wilson’s Animat certainly have their limitations, it
shoud be pointed out that their value a an approach to the study of intelligent behavior lies in the
fact that, unlike traditional Al systems, they interact with their environment directly, i.e. ‘on their
own’. Franklin (199%) further explainsthis asfoll ows:
Symbolic Al systems have been criticized for having their input preprocessed by rumans
and their output interpreted by humans. Critics maintain that this ssimplification sloughs off
the hardest problems, those of perception and motion. Conrectionist systems are often
subject to the same criticism. Artificial life creatures, though designed and implemented by
humans, sense their environments and ad on them directly. Their adions affect the
environment and, hence, the creature's future perceptions. All this without further human
intervention. The human is taken ou of the loop. Thus the semantics of the systems are
well grounded and “results are generated by observation rather than by interpretation ....
the fruits are ‘hard’ objective measurements rather than ‘soft’ subjective ones’ (Cliff,
1991, p. 9). (Franklin, 1995, p.187)
Althouwgh, when it comes to situatedness this type of agent is clealy a step forward from traditional
Al systems, it can of course be questioned to what degree its semantics really are “well grounced”
and independent of “human intervention” or interpretation. For example, is it really the Animat
interpreting the ‘F or ‘11’ as ‘food, and even if so, what exadly could that mean to a smulated
creature without body and metabolism? Riegler (1997) refers to this as the PacMan syndrome in

many artificial life models, which do not at all take into account the question d how an agent itself

could develop categorical perception or something like a ‘food sensor’ in actual sensorimotor
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interaction with their environment. Riegler (1994, 1997 himself developed an artificial life model
directly based onradicdly constructivist ideas. In this model the environment is not ‘ pre-digested’
and conveniently labelled as in the Animat's case, but built from a number of quasi-physicd/-
chemicd basic elements, thus limiting human intervention at the cognitive/conceptual level to a
minimum. Hence, unlike Wilson's Animat, Riegler’s agents are largely ‘ontheir own’ when it comes
to the construction d meaning. Like the Animat, however, they consist of software only, i.e. they are
not emboded in the physical sense. From the constructivist point of view, the limitation to
computational mechanisms can be argued (as done by Riegler, 1997) to be abenefit, since it avoids
the commitment to any assumptions abou the existence of a (particular) physical redity. Most
Al/robdics researchers, howvever, dona at al doubt the existence of some physical redity. Hence
work with physical robots rather than simulated agents is commonly argued to be the only way to

build and validate model s'theories of real-world intelligence (e.g., Brooks, 191a).

4.3 Brooks Behavior-Based Robotics and Subsumption Architedure

Rodrey Brooks, a roboticist, in the mid-1980s began to argue that the methods of traditional Al, and
in particular explicit world models, were simply not suited for use in robots. Typicd for traditional
Al approadhes to robatics is a functional decompasition of the ntrol task following what Brooks
(1991b) cdls the sense-modd-plan-act (SMIPA) framework. Following the strict perception
cognition-adion distinction typical for the aognitivist paradigm, here mntrol is broken dowvn into a
series of rather isolated functional units (cf. Figure 6). Inpu systems hande perception d sensory
input, and deliver their results to a modelling modue, which integrates the new information into a
central world model of the type discused in Section 3.1. A planner, based on this internal
representation d the world alone, then decides on which actions to take. These adions, findly, are

exeauted by the gopropriate modues handing, for example, motor control.
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SEeNnsors =——p- -3 actuators

perception

modelling
planning

execution

Figure6:  Traditiona decomposition of robot control. Adapted from Brooks (1985).

Brooks (198bh, 1994, 1991b) pointed out a number of flaws in the SMPA framework and instead
suggested a decompasition of the control task into behavior-producing modules, examples of which
might be ‘wandering’, ‘obstacle avoidance’ and ‘light seeking’ (cf. Figure 7). Thus his approach to
the study of Al was through the construction of physical robots, which were ambedded in and
interacting with their environment by means of a number of behavioral modues working in parallel,
ead of which resembles an Uexkdllian functional circle (cf. Section 2). Each of these behavioral
modues is conrected to certain receptors from which it receves snsory input and, after some
interna processing, controls sme of the robot’s effectors. Typically al behaviora modues work in
parallel, but they are hierarchically organized in a subsumption architedure using priorities and
subsumption relations for the communicaion between modues, which allows me of them to
override the output of others. Hence the overall behavior of the corntrolled agent emerges from the
interaction of the individual behavioral modues with the environment and among ead aher. For
example, a ssimple robot with the task to approach light sources while avoiding obstacles, could be
controlled by three behaviora modues; one that makes it wander (move forward), a second ore that
can subsume forward motion and make the robat turn when deteding an dbstacle with some kind o
distance sensors, and a third one that can subsume the second and make the robot turn towards the

light when detecting allight source using some kind d light sensor.
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light seeking

SENSOIS =3 obstacle avoidance =3 actuators

wandering

Figure 7: Behavior-based decompasition of robot control. Adapted from Brooks (1986).

In the behavior-based approach robaic agents equipped with sensors and motors are typicaly
considered physically grounded as Brooks explains:
Nouwelle Al is based onthe physical groundng hypothesis. This hypothesis states that to
build a system that is intelligent it is necessary to have its representations grounded in the
physicd world. ... To buld a system based on the physical grounding hypothesis it is
necessary to conned it to the world via aset of sensors and actuators. (Brooks, 199D)
Thus Al has come (or returned) to an Uexkillian view of meaning, in which signs/representations are
viewed na as referring to specific external objects, bu as embedded in functional circles along
which the interaction of agent and environment is organized/structured. Naturally, in the New Al this
led to a de-emphasis of representation in the sense of Dorffner’stype 1, i.e. an explicit internal world
model mirroring external reality (cf. in particular Brooks, 191a). Brooks (1986a, 1991a) was aso, to
our knowledge, the first Al researcher to take inspiration directly from von Uexkdll’swork, and in
particular the oncept of Merkwelt or perceptual world. He pointed out that the interna
representations in traditional Al programs redly were designer-dependent abstractions. As such, they
were based on human introspection, whereas “as von Uexkill and ahers have pointed out, each
animal species, and clearly each robot species with its own dstinctly nonhuman sensor suites, will
have its own dfferent Merkwelt” (Brooks 19914). Like Dreyfus (cf. Section 3.21), Brooks pointed
out that atraditional Al internal representation describing chairs as ©mething one muld sit or stand
onmight be an appropriate representation for a human, but it would probably be entirely meaningless

to a computer or a wheeled rabot which could not passibly sit down or climb ontop d a chair

anyway.
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A common criticism of Brooks' original architecture is that it does not alow for learning, and thus
simply ladks the capacity for autonomous construction of (interadive) representations. Subsumption
architedures are typically designed and implemented incrementally, with each step consisting of the
implementation and careful testing of one modue ‘ontop’ of alrealy tested lower levels. Hence, this
type of roba, although gperationally autonomous at run-time, remains heteronomous in the sense
that the largest parts of its functiond circles, namely the processing between receptors and eff ectors,

and thereby the way it interads with the environment, is still pre-determined by the designer.

4.4 Adaptive Neuro-Robotics

Much research effort during the 1990s has been invested into making robas ‘ more autonamous’ by
providing them with the cgpadty for adaptation and self-organization. Typically these goproaches are
based on the use of computational learning tedhniques to allow agents to adapt the internal
parameters of their control mechanisms, and thus the functional circles by which they interad with
their environment. The robots used in this type of research are often mobile robas (seeFigure 8 for a
typical example), typically receiving sensory input from, e.g., infrared proximity or simple caneras,
and controlling the motion of their whedls by motor outputs. Very often the mntrol medhanism is
some form of ANN used as an ‘artificial nervous g/stem’ connecting the robot’s receptors and
effedors. The frequent use of ANNsis mostly due to two reasons. Firstly, there ae the alvantages of
the (radically) connedionist approach from an Al/CS perspective (cf. Section 33). Secondly, ANNs
have anumber of additional advantages from an engineaing/robatics point of view, such as their
flexibility and robustnessto noise. Thus, the use of neurally-controll ed robats using learning and/or
evolutionary adaptation tedhniques, hereafter referred to as adaptive neuro-robatics, has become a

standard methoddogy in batom-up Al reseach.
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Figure8: The Khepera, a wheeled miniature mobile robot commonly used in adaptive
robaics research (manufactured by K-Team SA; for details sse Mondada et al., 1993). The
modd shown hereis equipped with infrared sensors and asimple amera.

Therest of this ectionis structured as follows. Subsection 4.4.1discusses the role of adaptive neuro-
robaics as a form of radical conrectionism from an Al and cognitive science perspedive. Different
adaptation techniques and their combination with ANNSs are then discussed in Subsedion 4.4.2,and
it is briefly exemplified how such techniques can allow autonomous agents to adapt their interactive
representations in order to self-organize their sensorimotor interaction with the ewironment.
Subsection 4.4.3then discusses in detail an example of experimental work on the construction of

interactive representations in adaptive robats.

4.4.1 Adaptive Neuro-Robotics as Radical Connectionism

As Dorffner (1997) himself emphasized, the RC approach has much in common with Brooks
formulation of a Nouvelle Al. Unlike subsumption architedures, however, conrectionist networks
are typicaly adaptive and they offer richer representational possibilities. Hence, they allow an

artificial agent to construct its own view of the world. Thus, “constructivism ... finds one possble
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implementation in radical connectionism” (Dorffner, 197) and adaptive neuro-robaics becomes
interesting as an approach to the study of interactive aognition. This approach makes a significant
difference from an Al/CS perspedive. When used as an ‘artificial nervous g/stem’, the conrectionist
network can actualy, by means of the robot body (sensors and effectars), interaad with the physicd
objects in its environment, independent of an olserver's interpretation or mediation. Thus the
network becomes an integral part of arobotic agent that is situated and emboded in Brooks' sense.
Moreover, its interna representations, nov formed in plysical interaction with the world they
‘represent’ or reflect, can be wnsidered physically grounded in Brooks sense and furthermore
constructed through adaptive processes. The robot controller network is in this case part of a
complete functional circle (or several circles, as will be discussed below), and can to some degree
construct its own Umwelt. As an example of this view, imagine a wheeled robot moving abou in a
room with boxes lying on the floor and pictures hanging on the wall. The robot might be equipped
with infrared sensors as receptors sensitive to the perceptua cues of, for example, the refledance
patterns of solid dbjeds in its environment. Thus, the walls and the boxes on the floor would be part
of the robat’s own perceptual world (Merkwelt), cf. Sedion 4.3.Their ‘meaning’ to the robot would
be that of an ‘obstacle’, since they limit the robot’s motion, assuming the robat has the goal to kee
moving while avoiding collisons. The pictures on the wall, on the other hand, would remain
‘invisible’ to the robot; they are not part of its perceptual world, and they carry no meaning for it.
Thus the robat may be mnsidered to be embedded in its own Umwelt, consisting of its perceptual
world (Merkwelt), containing solid adbjects (or their absence), carrying the meanings ‘obstacle’ and
‘freespace’ respectively, and its operational world (Wirkwelt) of motor-controlled wheeled motion.
The “inner world” of the roba would be the ANN’s internal sign flow and interactive
representations. Hence, unlike in the cases of ‘pre-digested’ traditional Al programs or Brooks
subsumption architecture, the inner world would here be a self-organized flow of private signs
embedded in agent-environment interaction. Thus, adaptation in ANN robot controllers can be
viewed as construction of interactive representations through the creation, adaptation and/or

optimization of functiona circles in interaction with the environment. Although the &ove example
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illustrated orly one such circle, we can of course easily imagine several functiona circles
combined/implemented in a single ANN. For example, if we additionally equipped the robot with a
light sensor and added light sources to the ewvironment, we might have three functional circles; one
that makes the robot move forward when encountering ‘free space’, ore that makes it turn/avoid
when encountering ‘obstacles’, and ore that makes it approadch when detecting the light. We will see
a number of more ancrete examples of the @nstruction of interactive representations in ANN-

controlled robotsin the following subsections.

4.4.2 Robot Adaptation

In the ealier discusson of connectionist networks we briefly discuseed supervised learning.
Typicaly, however, supervised techniques are not used to train robots on complex tasks. This has
two reasons: Firstly, in order to alow for a maximum of robot autonamy, it is often desirable to
reduce designer intervention to a minimum of feadbad</instruction (cf., e.g., Nolfi, 1998). One
reason for this is that the designer is likely to view the ntrol task from hissher own distal
perspective, which is not necessarily guaranteed to fit the roba’s proximal perspective (cf. Nolfi,
1998. Seaondly, as Meeaden (1996) has pointed ou, robot/agent problems are often defined in terms
of abstract goals rather than specific inpu-output pairs. Thus, moment-to-moment guidance is
typically nat available for alearning roba sincefor a given situation there is not necessarily just one
right or wrong action, and even if there was, it would typicaly not be known a priori (Meeden,
1996. Roughly, this problem can be likened to that of telling a dild learning to ride a bike how
exactly to move its legs, arms and kody at every point in time. For such tasks, the robot, much like
the child, smply has to construct itself a viable ‘solution’, i.e. a way to organize and adapt its
sensorimotor transformation knowledge in interaction with the ewironment. Hence, robots are often
trained using reinforcement learning or evolutionay adaptation techniques. The latter can be
considered a special case of the former (e.g., Meaden, 196). In bah these ses the trained robots
have to self-organize their internal structures and parameters to fit certain environmental constraints.

Roughly this can be likened to the mnstructivist view of organisms griving towards a ‘ conceptual

42


sebastien
Texte surligné 

Sebastien
Texte surligné 


equilibration’ through adaptation of their internal/conceptual structures to fit their experience (cf.

Sedion 2).

During conventional reinforcement learning, an agent is provided only with occasional feedbad,
typically in terms or positive aid negative reinforcement (‘good or ‘bad’). From this feedbadk the
agent can adapt its behavior to the ewvironment in such a way as to maximize its positive
reinforcement (‘reward’) and minimize its negative reinforcement (‘punishment’). The use of
evolutionary techniques is an approad to ‘push’ the designer even further ‘out of the learning loop’
and aims to let robas lean from the interaction with their environment with a minimum of human
intervention (cf. Nolfi, 1998 Nolfi and Floreano, 200). Evolutionary methods are abstractly based
on the Darwinian theory of natural selection. Thus feedbadk is not instructive & in supervised
learning, but only evaluative. Typicaly, a population of individuads (i.e. ‘artificial genotypes’,
encoding, e.g., roba control networks as grings of bits or numbers) is evolved over a large number
of generations, in each of which certain individuals are selected according to some fitness function,
and ‘reproduwced’ into the next generation, using recombinations and slight mutations mimicking
natural reproduction. Due to the selective pressure the average fitness in the population is likely to
increase over generations, although the individuals typically do nd learn during their ‘lifetime’ (for a
discussion of the combination of evolutionary and leaning techniques e Nolfi and Floreano, 1999,
2000. The very idea of evolving robots was well illustrated by Braitenberg (1984) who likened
evolution to the following scenario: There are anumber of robots driving about on a tabletop. At
approximately the same rate that robots fall off the table, others are picked up randamly from the
table, one at atime, and copied. Due to errors in the copying process the original and the apy might
differ dightly. Both are put bad onto the table. Sincethe fittest robots, those which stay onthe table
longest, are most likely to be selected for ‘reproduction’ the overal fitness (i.e. the time robas
remain onthe table) of the robot population is likely to increase in the wurse of the ‘evolutionary’

process
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A concrete example of evolutionary robotics reseach is the work of Husbands et al. (1998) who
evolved reaurrent ANN robot controllers for a target discrimination task, which required a mobile
roba, equipped with a canera, to approach a white paper triangle mourted onthe wall, but to avoid
rectangles. In these experiments both the network topdogy and the visual morphdogy (or receptive
field), i.e. which parts/pixels of the camera image the cntroller network would use @ inputs, were
subject to the evolutionary process The analysis of the experimental runs showed that structurally
simple antrol networks with complex internal feedback dynamics evolved which made use of low
bandwidth sensing (often anly two pixels of visua inpu were used) to dstinguish between the
relevant environmental stimuli. Thus in these experiments both the internal flow of signals and use of
feadbadk, as well as the ‘external’ sign use, i.e. which environmenta stimuli to interpret as sgns of
what, are constructed in an artificia evolutionary process The evolved sign processes are often
difficult to analyze and undrstand in detail, due to the fact that they are private to the robot and in
many cases radically differ from the solutions the human experimenters would have designed based
on their own dstal perspective. Husbands et al. point out that this “is a reminder of the fact that
evolutionary processes often find ways of satisfying the fitnesscriteria that go against our intuitions

asto how the problem shoud be ‘solved’” (Husbands et al. 1998, p.206).

The influence of the human designer can be reduced even further using co-evolutionary methods.
Nolfi and Floreano (1998), for example, co-evolved two robots controlled by reaurrent connedionist
networks to exhibit predator- and prey-behavior. The ‘predator’, a Khepera robot equipped with a
simple camera (cf. Figure 8), which alowed it to dbserve the prey from a distance, had to catch
(make physicd contact with) the ‘prey’. The latter is another Khepera roba, equipped only with
short-range infrared sensors but also with the potential to move faster than the predator. By simply
evolving the two ‘species with time-to-contad as an implicit fitness and seledion criterion, quite
elaborate pursuit- and escgpe-strategies evolved in the respective robots. The predator species, for
example, in some caes developed a dynamics that alowed it to observe and interpret the prey’s

current behavior as a symptom of its current behavioral dispasition, and thus of its behavior in the
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immediate future. Hence, it would only ‘strike’ when it had a redistic chanceto catch the prey ‘off

guard'.

These examples illustrate that the adaptive neuro-robaics approach of letting robds construct their
own sensorimotor mechanisms and (interactive) representations through self-organization in
interaction with their environment is largely compatible with (radically) constructivist ideas and an
interactive view of cognition (cf. Section 2). The robots used in this type of work are, of course, till
the product of much human design when it comes to physica construction, experimental setups and
other pre-determined aspects. However, typicaly no explicit knowledge is built into these systems
(and no categorical perception, asin the Animat’s case, either), but the @nstruction of sensorimotor
transformation knowledge is to a high degreeleft to the robot itself. Hence, this approac is largely
compatible with the anstructivist view of knowledge &s actively built up by cognizing subjects and
serving their organization d their sensorimotor interaction with the environment, rather than the
discovery of some objective reality. Furthermore, the view of adaptation as tending towards fit or
viability is, at least at a first glance, compatible with the use of evaluative feedbadk/selection in
reinforcement and evolutionary robot learning. A more detailed and critical discussion d the
differences between adaptive robots and living organisms, as well as the mecdhanisms of their

respedive situatedness will be presented in Sedion 5.

4.4.3 A Detailed Example of I nteractive Representationsin an Adaptive Robot

Wilson's Animat is an example of a purely reactive system which despite its limitations can exhibit
norttrivial behavior due to the fact that it uses trees as saffolds to guide its behavior. While this
might be comparable to the behavior of lower animals sich as sakes (cf. Sjdlander, 1999), for most
animals the environment is not that benevolent in the sense that sufficiently reliable scafolds are
arealy built into it. Similarly, robas often have to solve mntext-dependent or temporally extended
tasks like homing or finding a goal location, but are faced with the problem of perceptual aliasing.
That means, many locaionsin the ewvironment look the same from the robot’ s current point of view,

such that they cannot be distinguished without knowledge/memory of where the robot came from.
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Hence in many other cases robots have to exhibit adaptive behavior to dea with requirements

changing over time, and they have to do so without reliable external scaffolds.

Meeden, for example, discussed the case of Carbot (cf. Figure 9), a toy-car-like robdic vehicle of
abou 23 cm length and 15 cm width placed in a rectangular environment of approximately 120 cm
by 60 cm (Meeaden et al., 1993, Meeden, 1996). Apart from the ‘low-level’ goal of avoiding bumping
into the walls surrourding the environment, Carbot’s *high-level’ goal periodically changed between
having to approach a light source placed in ore corner of the environment, and having to avoid it.
This means that it should, depending on the current goal, maximize or minimize the readings of two
light sensors direded towards the front of the vehicle (cf. Figure 9). Apart from that, Carbat was
equipped only with digital touch sensors at the front and the bad of the vehicle which detected
collisions when they occurred, but did not give awy advance warning. The task was further
complicated by the fact that the smallest dimension d the environment was gnaller than Carbot’s
turning radius. The vehicle could therefore only exeaite a180-degreeturn in a series of badkward
and forward movements. In all experiments documented by Meeaden et al. (1993) and Meeaden (1996)
neural robot controllers were trained in a tail or-made simulation of Carbot and its environment, and

trained networks were transferred to and evaluated onthe real robot.
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Figure9:  Schematicillustration of Meeden’s Carbot and its environment

Meeden et al. (1993) caried aut extensive experimental comparisons of different feed-forward and
reaurrent control architectures for varying Carbot tasks. The basic recurrent control architecture (cf.
Figure 10) was similar to EIman’s (1990) Simple Recurrent Network (cf. Section 3.9. The network’s
inputs came from light and touch sensors (plus in some experiments an extra input explicitly
indicating the current goal), its outputs controlled the motor settings, and the hidden unt activation
values were mpied badk and used as extra inputs in the next time step. Not surprisingly, the
experimental results of Meealen et al. (1993) showed that reaurrent networks consistently

outperformed fead-forward networks.
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Figure 10 Meeden's recurrent robot control architecture. Solid arrows represent fully
conrected layer of weights between two layers of units (indicated by surrounding dotted lines).
Hidden unit values are fed back via aweightless1:1 copy connection (dashed arrow) and used
as extrainputsin the next time step. Adapted from (Meeden, 196).

Meeaden et al. (1993) analysed the reaurrent control networks and showed that they utilized their
interna state (i.e. the hidden urit activation values which were fed badk) to carry out coherent
behavioral sequences correspording to ane-, two- and multi -turn strategies instead of merely reacting
to the aurrent input. Let us have acloser look at a particular strategy, ore that uses multiple turns. In
this case, as illustrated in Figure 11, to avoid the light the robot (starting from a pasition facing the
light) first moved backwards towards the cantre of the environment during time steps 1-3. It then
caried out a series of aternating forward-right and badkward-left movements (time steps 3-8) until it
faced away from the light in time step 8 and thus stisfied its current high-level goal. This multi-turn
strategy eff ectively overcame the problem that the environment’s gnallest dimension is snaller than
its own turning radius. The robot exeauted multi ple turns in a position where it did not risk colliding
with walls. Having fulfilled the light-avoidance goal, Carbot switched itself badk into seek mode, and
asimilar strategy was exeauted duing time steps 9-16 to approach the light source again (cf. Figure
11). This time the robot oriented itself towards the light through a series of backward-right and
forward-left movements during time steps 9-14, and then moved forward towards the light during

time steps 14-16.
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Figure 11: Schematic illustration of a (simulated) multi-turn strategy (adapted from Meeden
et al., 1998). The triangles indicate Carbaot’s position and orientation in every time step. Steps
1-8 accurred during avoid mode (black triangles; goal achieved at step 8), 9-16 during seek
mode (white triangles; goal achieved at step 16). Seetext for a detail ed explanation.

Figure 12 illustrates the trgjectory in internal state space which corresponds to Carbot’s sequence of
adions illustrated in Figure 11. During avoid mode backward motion away from the light was
achieved throughthreetimes deps (1-3) in/nea cluster D, and the multi-turn orientation away from
the light was implemented through the network’s aternation between areas C and D. During seek
mode then the multi-turn orientation towards the light was achieved through alternation ketween
areas A and B during time steps 10-14, triggering forward- and beckward-movements respectively,
followed by approach of the light sourcein time steps 14-16. Thus Carbat’ s behavior was guided by
an internal dynamic that allowed it not merely to react to its environment. That means, it did na
simply follow the light gradient in every time step, but instead exeauted a @herent series of

adiong/movements that led to achievement of the goal eventually.
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Figure 122 Interna state trgjectory corresponding to the adion sequenceillustrated in Figure
11 (redrawn from Meeden et a., 1993). The 5-dimensiona hidden unit spaceis here reduced
to two principal comporents. Shaded regions indicate the most visited areas. Carbat aternates
between A and B while orienting towards the light in seek mode, between C and D while
orienting away from light in avoid mode.

Meeden et al. (1993) argued that Carbot’s behavior was plartlike in the sense that (a) it associated
abstract goals with sequences of primitive actions, (b) the behavior could be described in hierarchical
terms (cf. Figure 13), and (c) the robot maintained its overall strategy even when flexibly reading to
the environmenta conditions. For example, when encountering a wall while carying out the above
light avoidance strategy, it reacted to the wall first and then returned to its high-level strategy. On the
other hand, the behavior was not plan-like in the traditional sense that the robot would explicitly

anticipate the future, and the number and complexity of Carbot’s grategies were almittedly li mited.
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control task

/\

seek light avoid light
orient towards go to light go away orient away
light from light from light
bac_kward forward forward backward for_ward backward
right left right left

Figure13: A hierarchical description of Carbot’s behavior. Adapted from Meeden et al.
(199).

It might be worth noting that the internal states and emergent behavioral structures/hierarchies in
Carboat’s control networks can be mnsidered good examples of interactive (type-2) representations in

Dorffner's ense. That means

» they areinternal structures on which Carbot operates to guide its behavior;

» they are the result of self-organization in interaction with the environment, rather than
explicit design, and thus can be cnsidered grounded representations ‘subjective’ to

Carbat;

» they do ot encode anything in the external world in the traditional, referential sense; in
fact there are severa different strategies and internal representations that solve the same
task in the exact sameworld; i.e. each o theseisaviable ‘view' of the robot’sworld in the

sense that each of them allowsiit to solve the task and ‘ survive'.
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5. Discusson and Conclusion

Through Sections 2 to 4 we have incrementaly narrowed the discussion dovn from constructivist
theories about the relation between organisms and their environment, over different types of Al, to
experiments with reaurrent neural robot cortrollers which realize aform of situatednessin the sense
of continual context-dependent self-revision. In this sedion we intend to incrementally broaden the
discussion again and pu things in perspective. We start in Subsedion 5.1 by summarizing and
discussing different types/forms/levels of situatednessfrom an Al-internal perspective, focusing on
the role of constructive processes. Hence, 5.1 is mostly concerned with robot situatedness and the
main guestionis ‘What are the differences, with respect to situatedness and constructive processes,
between today's situated robots and the traditional Al systems criticized by Dreyfus and Sarle?'.
Subsection 5.2then conneds back to von Uexkiill’s discusson d the differences between organisms
and the (man-made) mechanisms of his time (cf. Sedion 2), in order to seeto what extent modern
Al’s biological inspiration might have contributed to closing that gap. Thus, the main question
discussd hereis ‘What are the differences between situated robots and conventional mechanisms?’.
Subsection 5.3then takes a doser look at the situatedness and autonamy of living organisms. Here
we mmpare von Uexkiill’s theory to its modern counterpart, the work of Maturana and Varela on
autopoiesis, emboded cognition, and their biological basis. Hence the guiding question in 5.3 is
‘What exactly are the mechanisms of organismic Situatedness?’. Subsection 54 then puts the
discussions of robotic and aganismic situatedness together, and asks ‘What are the (remaining)
differences, with resped to situatedness and constructive processes, between situated robas and

organisms?’. Subsection 5.5, finally, presents a brief summary and conclusion.

5.1 Robotic Situatedness

5.1.1 Summary: Formsand Mechanisms of Robotic Situatedness

We have seen in this paper that the New Al diredly grew out of a number of criticisms acaising its

traditional counterpart for its lack of stuatedness. The various attacks of Dreyfus, Searle, and
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Brooks, came from different perspectives, bu they all agreed in the judgement that the traditional
approach was ‘wrong’, and that situatedness was one of the key comporents missng. Thus, it has
bemme one of the “cornerstones of the new approach to Artificia Intelligence”, as Brooks (1991b)
formulated it. There is, however, more agreanent abou the failure of traditional Al than abou how
to proceed with the new approach. While probably everybody in the New Al agrees to Brooks
formulation of situatednessas the property of deding “with the here and now of the world diredly
influencing the behavior of the system”, there are very different interpretations of this dogan. In
particular there was disagreement about the role and relevance of embodiment, the other
‘cornerstone’ . Some researchers, including Brooks (e.g., 199%8) himself, are strongly dedicated to
physical embodment, and thus physical grounding/situatedness in the ‘rea world’, whereas others
are ‘content’ with simulated creatures, such Wilson's Animat, situated in simple man-made
environments. Franklin (1997), for example, argued: “ Software systems with no bog in the usual
physicd sense can be intelligent. But, they must be emboded in the situated sense of being

autonamous agents structurally coupled with their environment.”

Similarly there is disagreament about what exactly is meant by ‘autonamy’. A number of reseachers
have aiticized Brooks' origina approach for the ladk of adaptivity, something they consider an
esentia aspea of autonomy (cf. Ziemke, 1998. Sharkey and Heemskerk (1997), for example, used
the metaphor of the environmental puppeteer guiding the roba by the ‘strings of predetermined
reactive medhanisms and they pointed aut: “An important goal of modern “scientific” robotics is to
cut the strings and give the rabot its autonamy.” We have dsewhere (Ziemke, 1997 discussed in
detail therelation of this metaphor to dfferent aspects of autonomy, including those discussed by von
Uexkll (cf. Section 2). At the risk of overusing the metaphor, an agent using feedback can be
likened to a puppet, which in addition to external strings pulled by the environmental puppetee pulls
some internal strings of its own. Obvioudly, thisis useful where the “here and naw” is nat as reliable
as in the Animat’'s case. Hence, this agent is not only situated in its “here and now”, but it is

furthermore situated in its own history of percepts.
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An agent capable of self-organization, on the other hand, would correspondto a puppet with the
capacity to adapt its own strings in order to maximize its ‘fit’ with environmental constraints (as, in
the robot’s case, expressed in reinforcement or fitness functions). As discussed in Section 4there is
extensive research activity in this area. In particular the mmbination of neura control mechanisms
and adaptive dgorithms has been argued to be a promising route, due to the fact that ANNs are
flexible and open to adaptive mechanisms while requiring a minimum of designer intervention (e.g
Meeden, 196). The aaptive neuro-robaics approach, which can be considered a form of radical
conrectionism, thus all ows agents to construct/form representations in a grounded fashion, i.e. in
interaction with the ewvironment. As a result agents are no longer merely situated in the physical
sense, bu they are also situated in their own representation or conceptuali zation of the world. Thus,
they do ot just have their own Merkwelt (perceptual world) in the Brooksian sense that their
perception depends on their specific sensors, but they have dso developed an ‘own’ interpretation of

their sensory input, i.e. ‘own’ categories or behavioral mechanisms.

An agent that can seledively use different sensorimotor mappings, finaly, could be likened to a
puppet that has different sets of strings to chocse between. One way of achieving this is the use of
synchronicaly structured, moduar architectures, such as Brooks' subsumption architecture, that
bre&k down a cntrol mechanisms into a number of sensorimotor mappings and some way of
integrating or mediating between them. This can be contrasted with dadonicaly structured control
medhanisms readlized in recurrent neural robot controllers, in which different sensorimotor
medhanisms ‘emerge’ over time as aresult of constant, context-dependent self-adaptation (cf. Figures
11-13). Using experiments by Meeden, we illustrated hav a robot can dynamicdly bias its own
behavior in the immediate future depending on its immediate past. Or, in terms of the puppet
metaphar, it keeps pulling interna strings in order to complement or override the effect of the
externa strings pulled by the ewironment. Other experiments by ourselves (e.g., Ziemke, 1999%),
not discussed in detail here, used higher-order networks (cf. Section 3.32) in which the connection
weights embodying the sensorimotor mapping can be dynamicaly adapted from moment to moment.

This can be likened to a puppet that, depending on its own current ‘needs’, adapts the strings to be
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pulled by the environment. A similar metaphar is also used by Merleau-Ponty (1963 who rejects the
nation d an organism as a keyboard played on ty environmental stimuli asfollows:

The organism cannot properly be compared to a keyboard on which the external stimuli

would play and in which their proper form would be delineated for the simple reason that

the organism contributes to the mngtitution of that form. ... [I]t is the organism itself -

acording the proper nature of its receptors, the threshalds of its nerve centers and the

movements of the organs - which chooses the stimuli in the physical world to which it will

be sensitive. “ The environment (Umwelt) emerges from the world through the actuaization

or the being of the organism — [granted that] an organism can exist only if it succeeds in

finding the world an adequate environment.” [(Goldstein, 1931)] Thiswould be akeyboard

which moves itself in such away as to offer - and according to variable rhythms - such or

such of its keysto the in itself monotonous adion d an external hammer. (Merleau-Ponty,

1963, p. B)
Thus, reaurrent neural control medchanisms allows robds to exhibit adaptive, context-dependent
responses to aherwise identicd stimuli, e.g. light-avoidance and -seeking in identica externa
condtionsin Mealen’s experiments. In the sense described by Merleau-Ponty above, this mechanism
of (varying) meaning attribution brings forth a phenomenal world (Umwelt) in the interaction of
roba and environment. In thisinteraction it isin fact the environment pulling the strings, but it isthe
agent which, as an active subject, (re-) constructs the strings and thus uses the ewironment as a
resource. Moreover, the robot is “always aready in asituation” in the sense that it always encourters
the world with some behavioral disposition, i.e. a way of attributing meaning to stimuli, which
provides it, to a limited degree with what Dreyfus referred to as a ‘sense’ of sStuatedness
Furthermore, as in Dreyfus account of (human) situatedness, the cntext in which perceptualy-

guided action occursis nat some badkground d explicit representations, but it is a anstantly revised

situation or Umwelt reali zed through a fluctuating behavioral disposition.

5.1.2 Beyond Software Situatedness?

The reader might have naticed aready that, athouwgh discussing robots, we have hardly mentioned

hardware at al. The discusson of robdic situatednesshas © far been limited to situatednessin the
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sense of robots having self-organized representations to various degrees. We spoke of ‘physical
groundng’, but so far the role of the physical has in fad been limited to sensors that provide inputs
from the world and motors that transform outputs into adion in the world. The medhanisms in
between sensors and motors have in al cases been limited to computationd mechanisms, i.e.
software. Accordingly, the forms of situatedness discussed in the previous subsection, could al be

charaderized as various degrees of software situatedness

Recantly, however, researchers have begun to apply evolutionary methods also to the cnstruction o
physicd structures and roba morphdogies (in simulation) (e.g., Funes and Pollack 1997; Lundet al.
1997, in some caes in co-evolution with roba controllers (Cliff and Miller 1996,Lundand Miglino
1998. Cliff and Miller (199%), for example, smulated the m-evolution d ‘eyes (number and
paosition of visual sensors) and ‘brains' (ANN controllers mapping visual input to motor output) of
simple robotic agents which pursued and evaded each ather in atwo-dimensional plane. Their results
show that predator and prey spedes evolve significantly different morphdogies suited to solve their
respedive tasks. Experiments with evolving body structures actualy redized in hardware,
constructed from LEGO™ bricks, were caried out by Funes and Pollac (1997) as well as Lundand
Miglino (1998). In the first case structures, such as cranes or bridges, were evolved in simulation to
fit certain demands (e.g., the weight a crane should be e to carry), and then huilt and successully
tested in hardware. In the second case LEGO™ robot bodies were a-evolved with artificial nervous
systems for the wntrol of these bodies. Again, the erolutionary process was here carried out in
simulation, kut later evolved robots/controllers were successfully tested in real hardware. The process
of artificial ‘brain-body co-evolution' has been further automated by Lipson and Polladk (2000) who
co-evolved thermoplastic robat bodies and reural controllers. The evolutionary processis carried out
in simulation, asin the ébove examples, bu here the evolved bod/ does not have to be assembled by
a human acording to an evolved bod/ plan, but the body (except for the motors) can be built

automaticdly using 3D solid printing techndogy.
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Hence in these cases the evolved agents are not just situated in their own ‘software’ (control
mechanism), bu they are dso situated in the sense that they possessa self-organized body that fits
their world and task requirements. This aspect will be discussed in further detail in Section 54; for a
detailed discussion of the epistemologicd implications of robotic devices which evolve/construct

their own hardware see &so Cariani (1992).

5.2 How Situated Robots Differ from Conventional M edcanisms

We have now seen a number of examples of autonomous agents and their self-organization. Together
these examplesill ustrate that situated robots, although certainly mechanisms in the technical sense, in
a number of points radicaly differ from the type of medanism that von Uexkill discussed, and in

fact exhibit some of the constructive processes that he ascribed to organisms aone (cf. Sedion 2).

Firstly, the use of * artificial nervous g/stems’ in combination with computational leaning techniques
allows autonamous agents to adapt to their environment. Furthermore, when using internal feedback
the behavioral disposition d autonomous agents can vary over time. Thus, athough they do ot
“grow” in the physical sense (except for the éove caes of robot body evolution), they do adapt to
their environment, such that they do in fact have what Dreisch and von Uexkdll referred to as a
“higtorical basis of reaction” (Reaktionsbasis) (cf. Section 2. Sdf-organized situated robots thus
have a‘subjective’ quality, in the sense that the way they react is not determined by built-in rules

(alone), bu is gecific to them and their history of ‘experience’ and self-organization.

Seoondly, and closely related to the previous point, artificial autonamous agents are dealy involved
in sign processes, and they ‘make use’ of signs ‘themselves’, unlike the mechanisms von Uexkilll
discussed. Furthermore, unlike typical computer programs, the sign processes of situated robdas are
usually (a) nat (fully) determined by their human designers, (b) independent of interpretation through
externa observers (at least at the operational level), and (C) in many cases not even interpretable to
humans at a dose look at the internal processes (despite the fact that these are much easier to olserve

than in the case of aliving organism). Much of the sign usage of such systems is therefore, due to
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their self-organization, indeed private and specific to them. Autonamous agents therefore have been
argued to have certain degreeof epistemic autonamy (Prem, 1997 cf. also Bickhard, 198), i.e. like

living organisms they are “on their own” in their interaction with their environment.

Thirdly, the use of self-organization, especialy evolutionary techniques, does nowadays (to some
degree alow the @nstruction of robot controllers, and to some degree e&en robot bodies, following
centrifugal principles. As illustrated with Meeden's experiments (cf. Sedion 4.4.3), in recurrent
neura robot control architedures the antrol of a robot is distributed over a number of functiona
circlesin aprocessof dynamic adaptation and differentiation. In these cases the antrol mechanismis
not constructed along centripetal principles, i.e. not broken down into sub-tasks or -competences by a
designer to be integrated later, but instead constructed making use of what might be caled
centrifugal task decomposition. That means, a single control medhanism bre&ks itself down into a
number of sub-mechanisms in a process of adaptation and dfferentiation. Similar principles have
even been applied to the co-evolution of physical structures and robot morphologies with controll ers
(cf. Section 5.12). Here robot body and controller are no longer treated as isolated elements to be

constructed separately, bu instead they are m-evolved in an integrated fashion.

5.3 Organismic Situatedness

Having ill ustrated the principles of situated robas and their self-organization and having outlined the
differences between such systems and conventional mechanisms in the previous sction, we will now
turn to the differences between situated robots and living organisms. Subsection 5.3.1presents a brief
comparison between von Uexkiill’s theory and its modern counterpart, the work of Maturana and
Varela on autopoiesis and the biology of cognition. Here we focus on what the medhanisms of
organismic autonamy and situatednessare according to these two theoretical frameworks. Subsection
5.3.2 then further relates this to the earlier discussions of the (recurrent neura) mechanisms of
robaic situatedness The impli cations of the ladk of aliving body for the possibilities and limitations

of robatic situatednesswill then be cnsidered in detail in Subsection 54.
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5.3.1 Von Uexkill vs. Maturana and Varela

We have discussed elsewhere (Ziemke and Sharkey, in press) in detail the similarities between the
theories of von Uexkill and their modern counterpart, the work of Maturana and Varela s work on
the biology of cognition and autopoiesis (e.g., Maturana and Varela, 1980, 1987). Of particular
interest in the discussion of the differences between robotic and organismic situatedness and the
underlying constructive processes is Maturana and Varela view of living systems as characterized by
their autopoietic organization. The organization of a system, similar to von Uexkill’s notion of a
building-plan (Bauplan), denotes “those relations that must exist among the comporents of a system
for it to be amember of a specific class’ (Maturana and Varela 1987, p. 4). An autopoietic systemis
a specia type of homeostatic madine for which the fundamental variable to be maintained constant
isitsown organization. Thisis unlike regular homeostatic machines, which typicaly maintain single
variables, such as temperature or pressure. A system'’s structure, on the other hand, denotes “the
comporents and relations that actually constitute aparticular unity, and make its organisation red”
(Maturana and Varela 1987 p. 47). Thus the structure of an autopdetic system is the cncrete
redli zation of the actual comporents (al of their properties) and the actual relations between them. Its
organization is constituted by the relations between the comporents that define it as a unity of a
particular kind. These relations are anetwork of processes of production that, through transformation
and destruction, produce the comporents themselves. It is the interactions and transformations of the

comporents that continuously regenerate and reali ze the network of processes that produced them.

Hence according to Maturana and Varela (1980), living systems are not at all the same & macdines
made by humans. The latter, including cars and robots, are allopoietic. Unlike an autopoietic
madhine, the organization of an alopoietic machine is given in terms of a @mncatenation of proceses
(note the similarity to von Uexkill’s nation of centripetal construction, cf. Section 2). These
processs are not the processes of production d the comporents that specify the machine as a unity.
Instead, its comporents are produced by other processes that are independent of the organization of

the machine. Thus the changes that an allopoietic machine goes through without losing its defining
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organization are necessarily subardinated to the production of something different from itself. In
other words, it is not truly autonamous, but heteronomous. In contrast, a living system is truly
autonamous in the sense that it is an autopoietic machine whose function it is to create and maintain
the unity that distinguishes it from the medium in which it exists. Hence, despite differences in
terminology, Maturana and Varela s distinction between autopoietic and allopoietic madines, is very
similar to von Uexkill's (1928) earlier discussed dstinction between human-made medhanisms,
which are constructed centripetally by a designer and act according to his’her plan, and organisms,

which as ‘living plans’ ‘ construct’ themselvesin a centrifugal fashion.

The two-way fit between organism and environment is what Maturana and Varela refer to as

structural congruence between them, which isthe result of their structural couging:

Ontogeny is the history of structural change in a unity without lossof organisation in that
unity. This ongoing structural change occurs in the unity from moment to moment, either
as a change triggered by interactions coming from the environment in which it exists or as
a result of its interna dynamics. As regards its continuows interactions with the
environment, the .. unity classifies them and sees them in accordance with its gructure at
every ingtant. That structure, in turn, continuowly changes because of its internal
dynamics. ...

In these interadions, the structure of the environment only triggers structural changes in
the autopoietic unities (it does not specify or direct them), and vice versa for the
environment. The result will be ahistory of mutual congruent structural changes as long as
the autopoietic unity and its containing environment do na disintegrate: there will be a
structural coupling. (Maturana and Varela1987,p. 74)

5.3.2 Structural Coupling and Stuatedness

There is a close match between the views of agent-environment interaction expressed in the
biologicdly based theories of von Uexkill and Maturana and Varela, and the nation of situatedness
as discussed by Dreyfus. Maturana and Varela' s above charaderization d an organism as a “unity”
that “classifies’ its interactions with the ewironment “in accordance with its structure & every

instant” is exactly what von Uexkill described as the subjed imprinting its ego-quality on stimuli,
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i.e. its objects, depending onits current behavioral disposition. Furthermore thisis also what happens
in reaurrent neural robot controllers; in every time step incoming stimuli are interpreted based onthe
current biases and sensorimotor mapping. Hence, in Dreyfus and Heidegger's terms, the agent is
“always dready in a situation”. Furthermore, that situation is constantly revised through the
“structural coupling” between agent and environment, i.e. the interaction d internal and external
dynamics resulting in what Maturana and Varela refer to as “a history of mutual congruent structural
changes’. Thisisthe cae in bah von Uexkill’s example of the tick and Meeden's Carbat. In bah
cases the main mechanism of being “always arealy in a situation” is that of structural coupling,
which ensures a “history of mutual congruent structural changes’ by means of a (diachronicaly
structured) sensorimotor mechanism that unfolds itself into a caisal sequence/chain of different
‘internal’ sensorimotor mechanisms that is finely ‘tuned’ to match the tempora sequence of varying

situations and requirements’ (for more detailed discussions of this aspect seeZiemke, 200G, 200().

5.4 How Situated Robots Differ from Organisms

Having discussed the mecdhanisms of robotic situatedness in Section 5.1, the differences between
situated robdas and conventional medchanisms in Section 5.2,and the mechanisms of organismic
situatedness in Section 5.3 this section will examine what exactly the (remaining) differences

between situated robots and living organisms are.

As discussed in Section 4, modern Al research on the interaction between situated robots and their
environments has, unlike the still pre-dominant computer metaphar, certainly taken a lot of
inspiration from biology. Nevertheless, the robot’'s situatedness is very different from the living
organism’s. A robot might have alapted its control system, possbly even its physica structure to
some degree in interadion with its environment, and thus have aquired a certain degree of

“epistemic autonomy” (Prem, 1997 cf. also Cariani, 192). This (partial) self-organization, however,

®> As pointed ou by Manteuffel (1992), the mntinual context-dependent adaptation o behavioral
dispositions alows neuraly controlled robds to avoid the frame problem (Pylyshyn, 1987 that
comes with the explicit style of representation (type 1) of traditional Al.
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typically starts and ends with a bunch of physicd parts and a computer program. Furthermore, the
processis determined, started and evaluated by a human designer, i.e. the drive to self-organize does
nat lie in the robot’s componrents themselves and successor failure of the process is not ‘judged’ by
them either. For example, in the evolution of robot bodies (Section 5.12), there is no growth o
adaptation of the individual robot body. Instead body plans are first evolved in the computer, i.e.
‘outside’ the robot, and then implemented in arobot body. In von Uexkiill’ s terms (cf. Section 2), the
evolution d the body plan might have followed centrifugal principles, the resulting robot bodies are,
however, still built in a caitripetal fashion and from then on can no longer self-organize. Hence,
these bodiesare not at al ‘living plans in von Uexkull’ s sense, which construct themselves, but they
till are aonstructed acarding to an extrinsic plan. The comporents might be better integrated after
having self-organized; they might even be ansidered ‘more autonomous’ for that reason, kit they

certainly do rot become divein that process i.e. they remain allopoietic rather than autopoietic.

Any living organism, onthe other hand, starts its self-organizing process from a single aitonomous
cdlular unity (Zellautonam). The drive to self-organize is part of its ‘building plan’ (Bauplan), and it
is equipped, in itself, with the resources to ‘carry out that plan’. From the very beginning the
organism is a viable unity, and it will remain that throughou the self-organizing process (until it
dies). T. von Uexkill (1997) has pointed out that living organisms are aitopoietic systems, which
selectively assimilate parts of their environment and get rid of parts they do nd neal anymore.
Acoording to T. von Uexkilll, seection and assimil ation d the required elements can be described as
sign processes, whose interpretants correspond to the living systems' biological needs. The aiterion
for the arrectnessof the interpretation described by the sign process is the succesdul assimilation.
Today’s robots, however, do nat assimilate aything from their environment, and, as mentioned
above, they have no intrinsic needs that the self-organizing processwould have to fulfill to remain
‘viable'. Following the aguments of von Uexkill, Maturana and Varela as well as Piaget, every
organism can be wnsdered a living, self-constructing and self-modifying ‘hypothesis in von
Uexkill’s sense of an ‘acting plan’, maintaining its viability through adaptation urder environmental

constraints. Hence, in the organism'’s case viability in the biological sense of survival and viability in
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the sense of fit between behavioral/conceptual mecdhanisms and experience are dosely connected. A
roba, onthe other hand, always embodes a human hypaothesis. It ‘lacks’ the intrinsic requirement of
biologicd viability. Hence the viability of its behaviora/conceptua mechanisms can utimately
aways only be evaluated from the outside (with respect to fitness function, reinforcement, error
measures, etc.). Thus, for the robot the only criterion d successor failure is till the designer’s and/or

observer’s evaluation or interpretation, i.e. this criterionis entirely extrinsic to the robot.

A key problem with New Al reseach on adaptive robots artificia life, we believe, is that, despite
claims to the cntrary and despite the emphasis of ‘embodment’, many researchers are still devoted
to the computationalist/functiondist view of medium independence, i.e. the idea that the
“characteristics of life and mind are independent of their respective material substances’ (Emmeche
1992, p. 41; cf. also Section 3.1). Much research effort is spent on control medianisms, or ‘artificial
nervous g/stems’, and hav to achieve certain behaviours in robots through self-organization of these
control medhanisms. However, to compare a robot’s ‘artificial nervous g/stem’ to an animal’s
nervous g/stem, because they exhibit ‘the same behavior’, implies that the relation between behavior
and (artificial) nervous g/stem is actually independent of the controlled body. In ather terms, it
implies that the operation d the nervous g/stem is computational and largely independent of the
body it is carried ou in. That means, the body is reduced to the computational control system’s

sensorimotor interface to the environment.

Hence severa researchers have agued that robotic agents are, at least in theory, cgpable of
possessng ‘first hand semantics or ‘intrinsic meaning’ (e.g., Harnad, 1990; Brooks, 199D; Franklin,
1997 Bickhard, 199B). In particular, it is held, their epistemologica interest arises from the fact, that
unlike conventional machines, their use of signs and representations is often self-organized, and thus,
as for living systems, largely private and typically only meaningful to themselves. Many researchers
therefore no longer draw a strict line between animals and robots. An example of thisview is Beer's
(19%) above daracterization of animals and robots as ‘autonomous agents (cf. Section 41).

Ancther example is Prem (1998 who refers to both these ctegories as ‘emboded autonaomous
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systems', and does not at all distinguish between living and nonliving in his discussion of semiosis
in such systems. An even more extreme view, although na at al uncommon in New Al circles, is
that of Franklin (1997) who argued that “[s]oftware systems with nobody in the usua physical sense
can be intelligent” if only they are “emboded in the situated sense of being autonomous agents

structurally coupled with their environment”.

Maturana and Varela, howvever, have argued (again, similar to von Uexkill (1928); cf. aso
Hoff meyer, 1999, that in living organisms body and rervous s/stem are not at all separate parts:
... the nervous g/stem contains millions of cells, but all are integrated as comporents of the
organism. Losing sight of the organic roats of the nervous gystem is one of the major
sources of confusion when we try to understand its effective operation. (Maturana and
Varelal1987, p. 3)
Similarly, T. von Uexkiill et al. (1993), in their discusson of endosemiosis (sign processes inside the
organism), pant out that the living body, which we experience to be the centre of our subjective
reality (Wirklichkeit), is the correlate of a neura counterbody (Gegenkérper) which is formed and
upceted in ou brain as a result of the continual information flow of proprioceptive signs from the
muscles, joints and other parts of our limbs. This neural counterbody is the center of the exrlier
discussed neura counterworld (cf. von Uexkdll, 1909, 19%; cf. Section 2), created and adapted by
the brain from the continual stream of signs from the sensory organs. According to T. von Uexkiill et
al., counterbody and counterworld form an undvidable unity, due to the fad that all processes/events
we perceive in the world redly are ‘countereffeds’ to rea or potentia eff ects of our motor-system,
and together with these they form the spatial structure within which we orient ourselves. A robot, on
the other hand, has no endosemiosis whatsoever in the body (its physical comporents) as such. Thus,
there is no integration, communicaion or mutual influence of any kind between parts of the body,
except for their purely mecdhanical interaction. Further, there is no meaningful integration of the
‘artificial nervous gystem’ and the physical body, beyondthe fact that some parts of the body provide
the control system with sensory input, which in turn triggers the motion o some other parts of the

body (e.g., wheds) (cf. also Sharkey and Ziemke, 1998 Ziemke and Sharkey, in press). Thus, New
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Al, although adknowledging the role of the physicdl, is still largely ‘stuck’ in the old distinction
between hardware and software, which was central to computationalism and traditional Al (cf.

Sedion 31).

In summary, it can be said that, despite all biological inspiration, today’s situated robats are still
radicaly different from living organisms. In perticular, despite their capadty for a certain degree of
self-organization, today’s -cdled ‘autonamous agents are atualy far from possessing the
autonamy of living organisms. Mostly, this is due to the fact that today’s robots typicaly are
composed of mechanical parts (hardware) and control programs (software). The aitonamy and
subjectivity of living systems, onthe other hand, emerges from the interaction of their componrents,
i.e. autonomous cdlular unities (Zellautoname). Meaningful interadion between these first-order
unities, and ketween the resulting second-order unity and its environment, is a result of their
structural congruence, as pointed ou by von Uexkill as well as Maturana and Varela (cf. previous
subsection). Thus, autonamy is a property of a living organism’'s organizaion right from its
beginning as an autonamous cellular unity, and initial structural congruence with its environment
results from the spedfic circumstances of reproduction. Its ontogeny maintains these properties
throughout its lifetime through structural coupling with its environment. Providing artifacts with the
capacity for self-organization and constructive processes can be seen as the attempt to provide them
with an artificial ontogeny. However, the attempt to provide them with autonamy this way seems to
be doamed to fail, since it follows from the aove agument that autonamy canna from the outside
be ‘put’ into a system, that does nat already ‘contain’ it. Ontogeny preserves the aitonamy of an
organization, it does not ‘construct’ it. The attempt to bring the atifact into some form of structural
congruence with its environment, on the other hand, can ‘succeal’, but only in the sense that the
criterion for congruence canot lie in the heteronomous artefad itself, but must be in the eye of the
observer. Thisis exactly what happens when arobot is trained to adapt its gructure in order to solve

atask defined by its designer.
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A major problem with New Al and adaptive robotics research, we believe, is that, despite its grong
biologicd inspiration, it has focused on establishing itself as a new paradigm within Al and cognitive
science. Relatively little effort has been made to make the nrection to other theories and
disciplines, where issues like aitonamy, representation, situatedness and embodment have been
discus=d for a long time, although not necessarily under those names. In particular the New Al
digtinguishes itself from its traditional counterpart in its view of knowledge & sensorimotor
transformation knowledge. Thus, athough many reseachers do rot recgnize that this is an ‘old’
ideg recent work in adaptive robotics is largely compatible with the radically constructivist view of
the construction of such knowledge through sensorimotor interaction with the environment with the
goal of achieving some ‘fit" or ‘equilibrium’ between internal behavioral/conceptual structures and
experience of the ewironment. However, the organic roots of these processes which were
emphasized by von Uexkilll and Piaget (as well as others sich as Merleau-Porty, Seale, Maturana
and Varela), are often ignored in the New Al. Instead its view of the body is largely compatible with
medanistic theories, whereas the view of control medianismsisin fact till largely compatible with
computationalism. That means the robot body is typically viewed as ome kind d input- and ouput
device (one with sensors and motors instead of the mmputer’s keyboard and monitor) that provides
‘physical grourding’ to the internal computational medhanisms. Thus the New Al has in practice
bemme atheoretical hybrid, a in fact a ‘tribrid’, combining (1) a medanistic view of the body’s
role with (2) the constructivist notion d sensorimotor transformation knowledge, and with (3) the
functionalist/computationalist hardware-software distinction and its notion of the activity of the

nervous s/stem as computation, i.e. largely medium-independent information a signal processing.

Hence Searle’'s (1980 generd critique of exactly that computationalist hardware-software
digtinction, as well hisrejedion of the ‘robot reply’ in particular (cf. Section 3.22), till must be said
to hold for most adaptive robotics research. As in the Chinese Room Argument, the robot body is
typically reduced to an input-output device with no further influence on the software wre of the
control mechanism, i.e. the activity ‘inside the room’, which consists of hardware-independent

computational processes in the functionalist sense (cf. Section 31.2). Thus, from the perspective of
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Al and cognitive science, adaptive robdics research seams to be stuck in what might be alled the
‘software trap’, due to its acceptance of the functionalist/computationalist hardware-software
digtinction. It is therefore highly questionable that the New Al could ever ‘escape’ the Chinese Room
as long as gicks to that digtinction. It might be agued that work on evolvable hardware blurs that
distinction. However, from the aguments of von Uexkull as well as those of Maturana and Varela
discussd in the previous sedion, it clealy follows that even today’s -cdled ‘evolvable hardware’
is allopaietic and heteronamous, no matter whether it can re-configure ‘itsdf’ by means of artificial
evolutionary methods or not. In a nutshell, this is why, despite the enphasis on ‘situatedness,
‘embodment’ and ‘autonamy’, even New Al and adaptive robotics research, in its current form,
cannot be a‘strong Al' either (cf. Section 3.22). On the one hand, as long as Al researchers are
committed to computationalism and ‘ software intelligence, their models will aways fall foul of
Seale's Chinese Room/Gym argument. If Al researchers counted on*hardware intelligence’ instead,
on the other hand, they would have to face the fact that they would have to huild autopoietic
hardware, i.e. construct truly self-constructing hardware; something that, at least with current (man-

made) hardware technadogy, seemsto beimpossble.

5.5 Summary and Conclusion

As discussed in Section 2,in the days of von Uexkill (1928) organisms and medanismdartifads
clearly could be distinguished by the way they were ‘constructed’. The latter were the objects of
human design and construction and they ‘interacted’ with their environment in a relatively passive
and merely medhanical manner. Organisms, on the other hand, could be said to autonamously
construct themselves according to their own ‘building-plan’, both in the biological and the
psychaological/conceptual sense, and to imprint their own subjective qualities on all interaction with
their physical environment. Traditional Al, as discussed in Section 3,took a cmpletely different
route that involved neither (direct) interaction with any environment nor autonomous construction of
any kind. Insteal it focused on human-constructed computational, i.e. purely formally defined,

systems, which therefore only by an olserver could be interpreted to be models of cognition and
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intelligent behavior. The ‘New Al’, onthe other hand, as discussd in Section 4, aims to reducethis
observer-dependence by (a) physicaly situating artificiad agents in an environment (possibly
simulated), such that they can interact with it directly and ‘on their own’, and (b) in the ase of
adaptive robots, equipping it with some cgacity of self-construction/-organization. The latter is
intended to provide the robot with the means to ‘autonomously’ construct its own ‘subjective’ view
of the world and what might be cdled conceptual/phenomenal situatedness We discussed
constructive processs a severa levels and time scales, from a short-term sense of situatedness
through self-revision o behavioral dispositions in recurrent neural robot controllers, to the
construction of complete ‘artificial nervous g/stems and bodies. It could be noted that much of
adaptive robotics research is in fad largely compatible with radical constructivist views of
sensorimotor transformation knowledge and its autonamous construction driven by the need to viably
fit environmental constraints. However, we argued in Section 54, while the use of computational
learning tedhniques has provided adaptive robots with some apects of the situatedness and
constructive processs that von Uexkill considered limited to organisms, ultimately these robots
remain heteronamous, i.e. their *viability’ is still alwaysin the eye of the observer. Hence, they might
very well turn aut be useful tools for the study of constructive processes, i.e. a ‘week constructivist
Al or ‘synthetic radical constructivism’, but they will always ladk the deeply rooted, constructed

nature of the biological embod ment and situatedness of living organisms.
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