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Adaptation and Learningin Multi-Agent Systems:Some Remarks and a BibliographyGerhard Wei�Institut f�ur Informatik, Technische Universit�at M�unchenD-80290 M�unchen, Germanyweissg@informatik.tu-muenchen.deAbstract. In the last years the topic of adaptation and learning inmulti-agent systems has gained increasing attention in Arti�cial Intelli-gence. This article is intended to provide a compact, introductory andmotivational guide to this topic. The article consists of two sections. Inthe �rst section, \Remarks", the range and complexity of this topic isoutlined by taking a general look at the concept of multi-agent systemsand at the notion of adaptation and learning in these systems. This in-cludes a description of key dimensions for classifying multi-agent systems,as well as a description of key criteria for characterizing single-agent andmulti-agent learning as the two principal categories of learning in multi-agent systems. In the second section, \Bibliography", an extensive listof pointers to relevant and related work on multi-agent learning done in(Distributed) Arti�cial Intelligence, economics, and other disciplines isprovided.1. RemarksMulti-Agent SystemsMulti-agent systems, that is, computational systems composed of several agentscapable of mutual and environmental interaction, establish a central researchand application area in Distributed Arti�cial Intelligence (DAI). There are fourmajor reasons for the broad interest in multi-agent systems:{ As distributed systems they o�er useful features such as parallelism, robust-ness and scalability, and therefore are applicable in many domains whichcannot be handled by centralized systems. In particular, they are well suitedfor domains which require the integration of multiple sources of knowledge oractivity, the resolution of interest and goal conicts, the time-bounded pro-cessing of very large data sets, or the on-line interpretation of data arisingin di�erent geographical locations.{ The concept of multi-agent systems is in accordance with the insight gainedover the past decade in disciplines like AI, psychology, and sociology thatintelligence and interaction are deeply and inevitably coupled to each other.In particular, multi-agent systems realize this coupling in both directions:



on the one hand, interactivity allows the agents to increase their level ofintelligence; and on the other hand, intelligence allows the agents to increasethe e�ciency of their interactivity.{ The study of multi-agent systems from the perspective of DAI can contributeto our understanding of natural multi-agent systems like insect societiesor human teams in general, and to our understanding of complex socialphenomena like collective intelligence and emergent behavior in particular.{ Today powerful computers and advanced computing networks provide a solidplatform for the realization of multi-agent technology.In the following, the concept of multi-agent systems will be described in moredetail.Di�erencing Aspects and their Dimensions. In the DAI literature many multi-agent systems have been described. Taking into consideration that a systemalways has to be considered in its environmental context in order to really un-derstand its functionality, it can be stated that these systems di�er from eachother in three key aspects:{ the environment occupied by the multi-agent system,{ the agent-agent and agent-environment interaction, and{ the agents themselves.For each of these di�erencing aspects several dimensions can be identi�ed bywhich multi-agent systems can be classi�ed. With respect to the �rst di�erencingaspect, the environment occupied by the multi-agent system, examples of suchclassifying dimensions (together with attributes that illustrate their spectrum ofpossible values) are{ the availability of environmental resources (ranging from restrictedto ample),{ the environmental diversity (ranging from poor to rich),{ the environmental uncertainty and predictability (ranging from pre-dictable to unpredictable), and{ the environmental dynamics and status (ranging from �xed to vari-able).It is important to stress that it is not trivial to conclusively de�ne the expression\environment of a multi-agent system". In particular, the widespread de�nitionof this expression as the \sum" of the environments of the individual agentscontained in the multi-agent system is problematic: because an agent's environ-ment usually contains other agents, this de�nition implies that the system itselfis contained in its environment. (Another problem results from the fact thatan agent's environment containing other agents may be viewed as an agent onits own.) With respect to the second di�erencing aspect, the agent-agent andagent-environment interaction, examples of classifying dimensions are{ the frequency of interaction (ranging from low to high),



{ the persistence of interaction (ranging from short-term to long-term);{ the level of interaction (ranging from signal passing to knowledgeexchange),{ the pattern of interaction (ranging from unstructured to structured),{ the variability of interaction (ranging from �xed to changeable),{ the type of interaction (ranging from competitive to cooperative),and{ the purpose of interaction (ranging from random to goal-directed).Finally, with respect to the third di�erencing aspect, the agents themselves,examples of such classifying dimensions are{ the number of agents involved in the multi-agent system (rangingfrom two upward),{ the number of goals an agent has (ranging from one upward),{ the compatibility of the goals (ranging from contradicting to compli-mentary),{ the uniformity of the agents (ranging from homogeneous to hetero-geneous), and{ the properties of the individual agents.Agent Properties. There has been considerable discussion and fruitful contro-versy on the last of these items, and the central question addressed is: \What arethe properties that let an object like a software program or an industry robot bean agent?" Forming the intersection of the many answers which have been givento this question, one obtains something like the following \essence" of kernelproperties:{ perceptual, cognitive and e�ectual skills;{ communicative and social abilities;{ autonomy (self-control).With that, and in as far as the �rst two items constitute intelligence in itsintuitive meaning, this \essence" implies the concise de�nition of an agent asan object which in some sense is intelligent and autonomous. Further propertiesthat are often considered to be essential for agency are the following:{ reactivity (i.e., the ability to respond to environmental changes inreasonable time);{ situatedness (i.e., the ability to continuously interact with { or to beembedded in { its environment);{ pro-activeness and deliberation (i.e., the ability to act in a foreseeing,goal- or plan-oriented manner);{ rationality (i.e., the ability to always behave in a way which is suit-able or even optimal for goal attainment);{ mobility (i.e., the ability to change the physical position);{ introspection (i.e., the ability to examine and self-reect its ownthoughts, ideas, plans, etc);



{ veracity (i.e., the property of not knowingly communicating falseinformation);{ benevolence (i.e., the property of always doing what is asked to do).(Some of these terms are di�erently used by di�erent authors, and the expla-nations provided in brackets are only intended to approximately describe theirmeanings.) In addition to the properties mentioned above, sometimes propertiesare ascribed to agents which describe their internal states. Examples of suchproperties or so-called mental attitudes are the following:{ belief, knowledge, etc, which describe information or cognitive states;{ intention, commitment, plan, etc, which describe deliberative or cona-tive states;{ desire, goal, choice, preference, etc, which describe motivational ora�ective states.Each of the properties listed above concerns, in one way or another, a signi�cantaspect of agency and, with that, represents a classifying dimension for multi-agent systems.The System-Application Assignment Problem. Clearly, it is not the attributevalue of a single dimension but the combination of the attribute values of alldimensions that characterizes a multi-agent system. An understanding of therelationships between these dimensions would provide a valuable guideline fordeciding which type of multi-agent system is best or at least su�ciently wellsuited to a given application task, and which type of application task can bebest solved by a given multi-agent system. The problem of making this decisionis sometimes called the (bidirectional)multi-agent system-application assignmentproblem. To solve this problem is one of the most important long-term challengesin DAI.Topics of Current Research and Practice. There are many topics that areof relevance to the speci�cation, implementation, handling, and assessment ofmulti-agent systems. These include, for instance, agent theories and architec-tures, communication languages, coordination mechanisms, negotiation and co-operation strategies, organization design, multi-agent planning and diagnosis,and multi-agent problem decomposition and synthesis. To discuss these topicsand the speci�c issues raised by them would be beyond the scope and intentionof this article. As a survey of the readings recommended below shows, currentresearch and practice on agents and multi-agent systems simultanously focusseson these topics from di�erent points of view and at di�erent levels.Adaptation and LearningAdaptation and learning in multi-agent systems constitutes a further exampleof such a relevant topic, and it is commonly agreed by the DAI as well as theMachine Learning community that this topic deserves particular attention. As



the above considerations suggest, multi-agent systems typically are of consid-erabe complexity with respect to both their structure and their functionality.For most application tasks, and even in environments that appear to be moreor less simple, it is extremely di�cult or even impossible to correctly determinethe behavioral repertoire and concrete activities of a multi-agent system a pri-ori, that is, at the time of its design and prior to its use. This would require, forinstance, that it is known a priori which environmental requirements will emergein the future, which agents will be available at the time of emergence, and howthe available agents will have to interact in response to these requirements. Thiskind of problems resulting from the complexity of multi-agent systems can beavoided or at least reduced by endowing the agents with the ability to adapt andto learn, that is, with the ability to improve the future performance of the totalsystem, of a part of it, or of a single agent. The rest of this section takes a closerlook on the notion of adaptation and learning in multi-agent systems. In doingso, no explicit distinction is made between adaptation and learning; instead, itis assumed that \adaptation" is covered by \learning". This is in accordancewith common usage, according to which the term \adaptation" is only appliedto those self-modi�cations that enable a system to survive in a changed environ-ment. (In its most general meaning, the term \adaptation" denotes all changesof a system so that it becomes suitable for a given situation or purpose. Thismeaning, however, is too broad to be of value from the viewpoint of MachineLearning.)Categories of Learning. Learning in multi-agent systems is more than a meremagni�cation of learning in single-agent systems. On the one hand, learningin multi-agent systems comprises learning in single-agent systems, because anagent, although embedded in a multi-agent system, can learn in a solitary wayand completely independent of the other agents. This is what can be calledsingle-agent or isolated learning : learning that does not rely on the presenceof multiple agents. On the other hand, learning in multi-agent systems extendslearning in single-agent systems, because agents in a multi-agent system canlearn in a communal way inasmuch as their learning is inuenced (e.g., initiated,redirected, or made possible at all) by exchanged information, shared assump-tions, commonly developed viewpoints of their environment, commonly acceptedsocial and cultural conventions and norms which regulate and constrain their be-haviors and interaction, and so forth. This is what can be called multi-agent orinteractive learning : learning that relies on or even requires the presence of multi-ple agents and their interaction. Single-agent and multi-agent learning constitutethe principal categories of learning in multi-agent systems. (There are borderlinesituations which make it di�cult to draw clear boundaries between these twolearning categories; for instance, one might think of an agent that learns aboutor models other agents.)When people talk about learning in multi-agent systems, they usually thinkof multi-agent instead of single-agent learning. Two usages of the term \multi-agent learning" can be distinguished:{ In its stronger and more speci�c meaning , \multi-agent learning" refers only



to situations in which several agents collectively pursue a common learninggoal.{ In its weaker and less speci�c meaning , \multi-agent learning" additionallyrefers to situations in which an agent pursues its own learning goal, but isa�ected in its learning by other agents, their knowledge, beliefs, intentions,and so forth.Independent of its underlying meaning, multi-agent learning is a many-facetedactivity, and therefore it is not surprising that many synonyms of this termcan be found in the literature. Examples of such synonyms, each stressing an-other facet, are mutual learning, cooperative learning, collaborative learning,co-learning, shared learning, team learning, social learning, pluralistic learning,and organizational learning. Whereas single-agent learning has been studied inAI since decades, multi-agent learning constitutes a relatively young �eld ofstudy. Compared to its age, however, this �eld has already reached a consider-able stage of development. Multi-agent learning is the subject of the bibliographypresented in the second section.The Credit-Assignment Problem. The basic problem any learning system isconfronted with is the credit-assignment problem, that is, the problem of properlyassigning credit or blame for overall performance changes (increase and decrease)to each of the system activities that contributed to that changes. Although thisproblem has been traditionally considered in the context of single-agent learning,it is also existent in the context of multi-agent learning. Taking the standard AIview according to which the activities of an agent are given by the externalactions carried out by it and its internal decisions implying these actions, thecredit-assignment problem can be usefully decomposed into two subproblems:{ the assignment of credit or blame for an overall performance changeto external actions, and{ the assignment of credit or blame for an action to the correspondinginternal decisions.The �rst subproblem, which might be called the inter-agent credit-assignmentproblem, is particularly di�cult for multi-agent systems, because here an overallperformance change may be caused by external actions of several agents. Thissubproblem requires that the agents answer the question \What action carriedout by what agent contributed to the performance change?" The second subprob-lem, which might be called the intra-agent credit-assignment problem, is equallydi�cult in single-agent and multi-agent systems. This sub-problem requires thatan agent answers the question \What decisions led to a contributing action?"Any approach to multi-agent learning has to attack both the inter-agent andthe intra-agent subproblem in order to succeed. How di�cult it is to solve thesesubproblems and, with that, the total credit-assignment problem, depends onthe concrete learning situation.Forms of Learning. There is a great variety in the possible forms of learning inmulti-agent systems, and there are several key criteria that may be applied in



order to structure this variety. Two standard examples of such criteria, whichare well known in the �eld of ML, are the following:{ The learning method or strategy used by a learning entity (a singleagent or several agents). The following methods are usually distin-guished:� rote learning (i.e., direct implantation of knowledge and skillswithout requiring further inference or transformation from thelearner);� learning from instruction and by advice taking (i.e., operational-ization { transformation into an internal representation and in-tegration with prior knowledge and skills { of new informationlike an instruction or an advice that is not directly executableby the learner);� learning from examples and by practice (i.e., extraction and re-�nement of knowledge and skills like a general concept or a stan-dardized pattern of motion from positive and negative examplesor from practical experience);� learning by analogy (i.e., solution-preserving transformation ofknowledge and skills from a solved to a similar but unsolvedproblem);� learning by discovery (i.e., gathering new knowledge and skillsby making observations, conducting experiments, and generatingand testing hypotheses or theories on the basis of the observa-tional and experimental results).A major di�erence between these methods lies in the amount oflearning e�orts required by them (increasing from top to bottom).{ The learning feedback that is available to a learning entity and thatindicates the performance level achieved so far. This criterion leadsto the following usual distinction:� supervised learning (i.e., the feedback speci�es the desired activ-ity of the learner and the objective of learning is to match thisdesired action as closely as possible);� reinforcement learning (i.e., the feedback only speci�es the util-ity of the actual activity of the learner and the objective is tomaximize this utility);� unsupervised learning (i.e., no explicit feedback is provided andthe objective is to �nd out useful and desired activities on thebasis of trial-and-error and self-organization processes).In all three cases the learning feedback is assumed to be provided bythe system environment or the agents themselves. This means thatthe environment or an agent providing feedback acts as a \teacher"in the case of supervised learning and as a \critic" in the case ofreinforcement learning; in the case of unsupervised learning, the en-vironment and the agents just act as passive \observers".



It is important to see that di�erent agents do not necessarily have to learn onthe basis of the same learning method or the same type of learning feedback.Moreover, in the course of learning an agent may employ di�erent learning meth-ods and types of learning feedback. Both criteria directly or indirectly lead tothe distinction between learning and teaching agents, and they show the closerelationship between multi-agent learning on the one hand and teaching and tu-toring on the other. Examples of other than these two standard criteria, togetherwith a brief description of their extreme values, are the following:{ The purpose and goal of learning . This criterion allows to distin-guish between the following two extremes (and many graduations inbetween them):� Learning that aims at an improvement with respect to one singleagent, its skills and abilities.� Learning that aims at an improvement with respect to the agentsas a unit, their coherence and coordination.This criterion could be re�ned with respect to the number and com-patibility of the learning goals pursued by the agents. Generally, anagent may pursue several learning goals at the same time, and someof the learning goals pursued by the agents may be incompatiblewhile others are complementary.{ The decentralization of a learning process (where a learning processconsists of all activities carried out by one or more agents in order toachieve a particular learning goal). This criterion concerns the degreeof distribution and parallelism, and there are two obvious extremes:� only one of the available agents is involved in the learning pro-cess, and the learning steps are neither distributed nor paral-lelized;� all available agents are involved, and the learning steps are \max-imally" distributed and parallelized.Of course, the degree of dentralization may vary for di�erent learningprocesses.{ An agent's involvement in a learning process. With respect to theimportance of involvement, one can identify the following two ex-tremes:� the involvement of the agent under consideration is not a nec-essary condition for achieving the pursued learning goal (e.g.,because it can be replaced by another equivalent agent);� the learning goal cannot be achieved without the involvement ofexactly this agent.Other aspects of involvement that could be applied in order to re�nethis criterion are its duration and intensity. It also has to be takeninto consideration that an agent may be involved in several learningprocesses, because it may pursue several learning goals.{ The agent-agent and agent-environment interaction required for re-alizing a learning process. Two obvious extremes are the following:



� learning requires only a minimal degree of interaction;� learning would not be possible without extensive interaction.This criterion could be further re�ned with respect to the frequency,persistence, level, pattern and type of interaction.Many combinations of di�erent values for these criteria are possible. For in-stance, one might think of a small group of agents that intensively interact (bydiscussing, negotiating, etc) in order to understand why the overall system per-formance has decreased in the past, or of a large group of agents that looslyinteract (by sometimes giving advices, sharing insights, etc) in order to enhancethe knowledge base of one of the group members.Challenging Research Issues. The above criteria characterize learning in multi-agent systems at the single-agent and the total-system level, and they de�ne alarge space of possible forms of multi-agent learning. Each point in this spacerepresents a form of multi-agent learning having its speci�c characteristics andits speci�c demands on the skills and abilities of the individual agents. Researchand practice in DAI and ML has just started to explore this space. Considerableprogress has been made especially in the last few years, but there are still manyopen questions and unsolved problems. Examples of challenging issues for futureresearch are the following:{ requirements for learning in multi-agent systems;{ principles and concepts of learning in multi-agent systems;{ models and architectures of multi-agent systems capable of learning;{ extension and transformation of single-agent learning approaches tomulti-agent learning approaches;{ parallel and distributed inductive learning in multi-agent systems;{ multi-strategy and multi-perspective learning in multi-agent systems;{ learning in multi-agent systems as organizational self-design;{ theoretical analysis of learning in multi-agent systems.In attacking these and other issues, it is likely to be very useful and inspiring totake also related work from other disciplines than (D)AI into consideration. Anumber of references to such work are given in the \Bibliography" section.Selected Pointers to Related LiteratureIn the following, some standard pointers to the literature on DAI, agency, multi-agent systems, and single-agent learning are provided.There is wealth of literature on DAI in general. Standard DAI books are(Bond & Gasser, 1988; Huhns, 1987; Gasser & Huhns, 1989). The �rst chapterof (Bond & Gasser, 1988) o�ers a broad overview of important aspects andproblems in DAI. Traditionally, two types of DAI systems are distinguished,namely, multi-agent systems and distributed problem solving systems (see, e.g.,Durfee & Rosenschein, 1994).Those speci�cally interested in the various aspects of agency are referred to(Wooldridge & Jennings, 1995). The �rst chapter of this book, written by the



book editors, provides a valuable survey of the state of the art in (D)AI researchon intelligent agents. A recent agent-oriented introductory textbook on AI ispresented in (Russell & Norvig, 1995).Work on multi-agent systems can be found, e.g., in the Proceedings of theFirst International Conference on Multi-Agent Systems (ICMAS, 1995) as wellas in the Proceedings of the European Workshops on Modelling AutonomousAgents in a Multi-Agent World (Demazeau & M�uller, 1990, 1991; Werner &Demazeau, 1992; Castelfranchi & Werner, 1994; Castelfranchi & M�uller, 1995).There are many books on single-agent ML; see, e.g., the established se-ries (Kodrato� & Michalski, 1990; Michalski, Carbonell & Mitchell, 1983, 1986;Michalski & Tecuci, 1994). A recent textbook on ML is (Langley, 1995). Actualwork on ML can be found, e.g., in the Proceedings of the European and theInternational Conferences on Machine Learning. The credit-assignment problemof learning was �rst mentioned in (Minsky, 1961).AcknowledgementsI would like to thank Daniel Hern�andez, Heinz-J�urgen M�uller and Sandip Senfor their suggestions and comments on an earlier draft of this article.ReferencesBond, A.H., & Gasser, L. (Eds.) (1988). Readings in distributed arti�cial intel-ligence. Morgan Kaufmann.Castelfranchi, C., & M�uller, J.-P. (Eds.) (1995). From reaction to cognition.Lecture Notes in Arti�cial Intelligence, Vol. 957. Springer-Verlag.Castelfranchi, C., & Werner, E. (Eds.) (1994). Arti�cial social systems. LectureNotes in Arti�cial Intelligence, Vol. 930. Springer-Verlag.Demazeau, Y., & M�uller, J.-P. (Eds.) (1990). Decentralized A.I. North-Holland.Demazeau, Y., &M�uller, J.-P. (Eds.) (1991).Decentralized A.I. 2 North-Holland.Durfee, E.H., & Rosenschein, J.S. (1994). Distributed problem solving andmulti-agent systems: Comparisons and examples. Proceedings of the 13thInternational Workshop on Distributed Arti�cial Intelligence (pp. 94{104).Gasser, L., & Huhns, M. N. (Eds.) (1989). Distributed arti�cial intelligence,Vol. 2 . Pitman.Huhns, M.N. (Ed.) (1987). Distributed arti�cial intelligence. Pitman.ICMAS (1995). Proceedings of the First International Conference on MultiagentSystems. AAAI Press/MIT Press.Kodrato�, Y., & Michalski, R.S. (Eds.) (1990). Machine learning, Vol. III .Morgan Kaufmann.Langley, P. (1995). Elements of machine learning . Morgan Kaufmann.Michalski, R.S., Carbonell, J.G., &Mitchell, T.M. (Eds.) (1983).Machine learn-ing, Vol. I . Morgan Kaufmann.Michalski, R.S., Carbonell, J.G., &Mitchell, T.M. (Eds.) (1986).Machine learn-ing, Vol. II . Morgan Kaufmann.



Michalski, R.S., & Tecuci, G. (Eds.) (1994).Machine learning, Vol. IV . MorganKaufmann.Minsky, M. (1961). Steps towards arti�cial intelligence. Proceedings of the IRE(pp. 8{30). Reprinted in E.A. Feigenbaum& J. Feldman (Eds.) (1963),Com-puters and thought (pp. 406{450), McGraw-Hill.Russell, S., & Norvig, P. (1995). Arti�cial intelligence: A modern approach.Prentice Hall.Werner, E., & Demazeau, Y. (Eds.) (1992).Decentralized A.I. 3 . North-Holland.Wooldridge, M.J., & Jennings, N.R. (Eds.) (1995). Intelligent agents. LectureNotes in Arti�cial Intelligence, vol. 890. Springer-Verlag.2. BibliographyThis is a bibliography of multi-agent learning. It contains a number of referencesto relevant reports, articles, and books, and is intended to be an aid and serviceto those interested in this �eld.Providing a bibliography of multi-agent learning is not without problems forthree major reasons. First, multi-agent learning constitutes a relatively youngbut rapidly developing �eld of research and application. As a response to this,not only pointers to completed work, but also to work on novel ideas and ofexploratory content have been included. Second, multi-agent learning constitutesa �eld without clear boundaries, and there are very close relationships to severalother �elds like single-agent learning, organizational design and adaptive systemstheory. As a consequence, and apart from a few exceptions, only pointers towork that primarily deals with multi-agent learning or essential aspects of ithave been included. And third, multi-agent learning constitutes a �eld of highlyinterdisciplinary nature. Therefore, not only pointers to work in (D)AI, but alsoto related work conducted in other disciplines have been included.The bibliography consists of three parts. Part I contains references to workin (D)AI. (In order to avoid unnecessary redundancy, the papers in this volumeare not referenced.) This part is roughly divided into two categories: \Princi-ples, Algorithms, Applications, Tools" and \Theory". The �rst category containsreferences to work concentrating on multi-agent learning from a more practicalpoint of view and being centered, in one or another way, around the question howlearning and interaction (cooperation, communication, and so forth) in multi-agent systems are related to each other. The second category contains referencesto work dealing with the computational theory of team learning, which addressesthe questions of e�ciency and complexity of multi-agent learning from a theo-retical point of view.Part II contains references to work in economics. In this discipline multi-agent learning constitutes a traditional and well-established subject of study,where the focus of attention is on learning in organizations like business compa-nies and state institutions. Learning in organizations, or organizational learning,



is seen as a fundamental requirement for an organization's competitiveness, pro-ductivity, and innovativeness in uncertain and changing technological and marketcircumstances. With that, organizational learning is considered to be essentialto the exibility and sustained existence of an organization. It is likely that AIcan considerably pro�t from the extensive knowledge about and experience withmulti-agent learning that is available in economics.Finally, part III contains a few references to work on multi-agent learningsteeming from disciplines like psychology and sociology. This part is by no meanscomplete, and the references should be just viewed as starting points for anexploration of the related literature available in these disciplines.PART I: Work in Distributed Arti�cial IntelligencePrinciples, Algorithms, Applications, Tools1. Asada, M., Uchibe, E., & Hosoda, K. (1995). Agents that learn from othercompetitive agents. In (WS-IMLC95).2. Boyan, J.A., & Littman, M.L. (1993). Packet routing in dynamically chang-ing networks: A reinforcement learning approach. In J.D. Cowan, G. Tesauro& J. Alspector (Eds.), Advances in Neural Information Processing Systems(Vol. 6, pp. 671{678). San Fransisco: Morgan Kaufmann.3. Brazdil, P., Gams, M., Sian, S., Torgo, L., & van de Velde, W. (1991). Learn-ing in distributed systems and multi-agent environments. In Y. Kodrato�(Ed.), Machine learning { EWSL-91 (pp. 412{423). Lecture Notes in Arti-�cial Intelligence, vol. 482. Berlin: Springer-Verlag.4. Brazdil, P., & Muggleton, S. (1991). Learning to relate terms in a multipleagent environment. In Y. Kodrato� (Ed.), Machine Learning { EWSL-91(pp. 424{439). Berlin: Springer-Verlag.5. Byrne, C., & Edwards, P. (1995). Collaborating to re�ne knowledge. In (WS-IMLC95).6. Chan, P.K., & Stolfo, S.J. (1993). Toward parallel and distributed learningby meta-learning. Working Notes AAAI Workshop Know. Disc. Databases(pp. 227{240).7. Chan, P.K., & Stolfo, S.J. (1993). Meta-learning for multistrategy and par-allel learning. Proceedings of the Second International Workshop on Multi-strategy Learning (pp. 150{165).8. Chan, P.K., & Stolfo, S.J. (1993). Toward multistrategy parallel and dis-tributed learning in sequence analysis. Proceedings of the First InternationalConference on Intelligent Systems for Molecular Biology (pp. 65{73).9. Chan, P.K., & Stolfo, S.J. (1993). Experiments on multistrategy learningby meta-learning. Proceedings of the Second International Conference onInform. Know. Management (pp. 314{323).10. Clouse, J.A. (1995). Learning from an automated training agent. In (WS-IMLC95).
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problems with quasi-independent Q-agents. Proceedings of the 1993 Connec-tionist Models Summer School . NJ: Lawrence Erlbaum Associates, Inc.28. Matari�c, M.J. (1994). Learning to behave socially. Proceedings of the 3rd In-ternational Conference on Simulation of Adaptive Behavior { From animalsto animats (pp. 453{462).29. Michalski, R., & Tecuci, G. (1995). Machine learning. A multistrategy ap-proach. San Francisco, CA: Morgan Kaufmann.30. Nagendra Prasad, M.V., Lander, S., & Lesser, V.R. (1995). Experiences witha Multi-agent Design System. Technical Report. Department of ComputerScience, University of Massachusetts.31. Nagendra Prasad, M.V., Lesser, V., & Lander, S. (1995). Learning organi-zational roles in a heterogeneous multi-agent system. Technical Report TR-95-35. Department of Computer Science, University of Massachusetts.32. Nagendra Prasad, M.V., Lesser, V., & Lander, S. (1995). Learning experi-ments in a heterogeneous multi-agent system. In Working Notes of the IJ-CAI95 Workshop on Adaptation and Learning in Multiagent Systems (pp. 59{64).33. Ohko, T., Hiraki, K., & Anzai, Y. (1995). LEMMING: A learning system formulti-robot environments. Proceedings of the 1993 IEEE/RSJ InternationalConference on Intelligent Robots vand Systems (Vol. 2, pp. 1131{1146).34. Parker, L. (1993). Adaptive action selection for cooperative agent teams.Proceedings of the Second International Conference on Simulation of Adap-tive Behavior (pp. 442{450).35. Parker, L. (1993). Learning in cooperative robot teams. Paper presented atIJCAI93 Workshop on Dynamically Interacting Robots.36. Payne, T.R., Edwards, P., & Green, C.L. (1995). Experience with rule in-duction and k-nearest neighbour methods for interface agents that learn. In(WS-IMLC95).37. Pearson, D., & Hu�man, S. (1995). Combining learning from instructionwith recovery from incorrect knowledge. In (WS-IMLC95).38. Provost, F.J. (1995). Scaling up inductive learning with massive parallelism.Machine Learning .39. Provost, F.J., & Hennessy, D. (1994). Distributed machine learning: Scalingup with coarse-grained parallelism. Proceedings of the Second InternationalConference on Intelligent Systems for Molecular Biology .40. Sandholm, T.W., & Crites, R.H. (1995). Multiagent reinforcement learningin the iterated prisoner's dilemma. Biosystems, Special Issue on the pris-oner's dilemma.41. Schaerf, A., Shoham, Y., & Tennenholtz, M. (1995). Adaptive load balanc-ing: A study in multi-agent-learning. Journal of Arti�cial Intelligence Re-search, 2, 475{500.42. Sekaran, M., & Sen, S. (1994). Multi-agent learning in non-cooperative do-mains. Proceedings of the 12th National Conference on Arti�cial Intelligence(Vol. 2, pp. 1489). Menlo Park, CA: AAAI Press/MIT Press.43. Sen, S., Sekaran, M., & Hale, J. (1994). Learning to coordinate without shar-



ing information. Proceedings of the 12th National Conference on Arti�cialIntelligence (Vol. 1, pp. 426{431). Menlo Park, CA: AAAI Press/MIT Press.44. Shavlik, J., & Maclin, R. (1995). Learning from instruction and experiencein competitive situations. In (WS-IMLC95).45. Shoham,Y., & Tennenholtz, M. (1992). Emergent conventions in multi-agentsystems: initial experimental results and observations. Proceedings of theThird International Conference on Principles of Knowledge Representationand Reasoning (pp. 225{231).46. Shoham, Y., & Tennenholtz, M. (1994). Co-learning and the evolution of so-cial activity . Technical Report STAN-CS-TR-94-1511. Department of Com-puter Science, Stanford University.47. Shoham, Y., & Tennenholtz, M. (1995). Social Laws for Arti�cial AgentSocieties: O�-line Design. Appears in Arti�cial Intelligence, 73.48. Sian, S.S. (1990). The role of cooperation in multi-agent learning. Proceed-ings of the International Working Conference on Cooperating KnowledgeBased Systems. (pp. 164{177). Springer-Verlag.49. Sian, S.S. (1991). Adaptation based on cooperative learning in multi-agentsystems. In Y. Demazeau, & J.-P. M�uller (Eds.), Decentralized A.I. 2 (pp.257{272). Amsterdam: North-Holland.50. Sian, S.S. (1991). Extending learning to multiple agents: issues and a modelfor multi-agent machine learning (MA-ML). In Y. Kodrato� (Ed.), Machinelearning { EWSL-91 (pp. 440{456). Berlin: Springer-Verlag.51. Sikora, R., & Shaw, M.J. (1990). A double-layered learning approach to ac-quiring rules for �nancial classi�cation. Faculty Working Paper No. 90{1693. College of Commerce and Business Administration, University of Illi-nois at Urbana-Champaign.52. Sikora, R., & Shaw, M.J. (1991). A distributed problem-solving approach toinductive learning . Faculty Working Paper 91-0109. College of Commerceand Business Administration, University of Illinois at Urbana-Champaign,Illinois.53. Tan, M. (1993). Multi-agent reinforcement learning: Independent vs. cooper-ative agents. Proceedings of the Tenth International Conference on MachineLearning (pp. 330{337).54. Tennenholtz, M. (1995). On Computational Social Laws for Dynamic Non-Homogeneous Social Structures. Appears in Journal of Experimental andTheoretical Arti�cial Intelligence.55. Wei�, G. (1993). Collective learning and action coordination. Proceedings ofthe 13th International Conference on Distributed Computing Systems (pp.203{209).56. Wei�, G. (1993). Learning to coordinate actions in multi-agent systems.Proceedings of the 13th International Conference on Arti�cial Intelligence(Vol. 1, pp. 311{316).57. Wei�, G. (1993). Action selection and learning in multi-agent environments.Proceedings of the Second International Conference on Simulation of Adap-tive Behavior (pp. 502{510).



58. Wei�, G. (1993). Lernen und Aktionskoordinierung in Mehragentensyste-men. In J. M�uller (Ed.), Verteilte K�unstliche Intelligenz { Methoden undAnwendungen (pp. 122{132). Mannheim: BI Verlag.59. Wei�, G. (1994). Some studies in distributed machine learning and organiza-tional design. Techn. Rep. FKI-189-94. Institut f�ur Informatik,TU M�unchen.60. Wei�, G. (1995). Distributed reinforcement learning. Robotics and Auto-nomous Systems, 15, 135{142.61. Wei�, G. (1995).Distributed machine learning . Sankt Augustin: In�x-Verlag.62. WS-IMLC95 (1995). Workshop \Agents that learn from other agents" heldat the 1995 International Machine Learning Conference. (Proceedings areALSO available at http://www.cs.wisc.edu/~shavlik/ml95w1/pubs.html.)Theory63. Daley, R.P., Kalyanasundaram, B., & Velauthapillai, M. (1992). Breakingthe probability 1/2 barrier in �n-type learning. Proceedings of the FifthAnnual Workshop on Computational Learning Theory (pp. 203{217), Pitts-burgh, Pennsylvania. ACM Press.64. Daley, R.P., Kalyanasundaram, B., & Velauthapillai, M. (1992). The powerof probabilism in popperian �nite learning. Proceedings of the Third In-ternational Workshop on Analogical and Inductive Inference (pp. 151{169).Dagstuhl Castle, Germany.65. Daley, R.P., Kalyanasundaram, B., & Velauthapillai, M. (1993). Capabili-ties of fallible �nite learning. Proceedings of the Sixth Annual Conferenceon Computational Learning Theory (pp. 199{208), Santa Cruz, CA. ACMPress.66. Daley, R.P., Pitt, L., Velauthapillai, M., Will, T. (1991). Relations betweenprobabilistic and team one-shot learners. In L. Valiant& M. Warmuth (Eds.),Proceedings of the Workshop on Computational Learning Theory (pp. 228{239). Morgan Kaufmann.67. Jain, S., & Sharma, A. (1990). Finite learning by a team. In M. Fulk &J. Case (Eds.), Proceedings of the Third Annual Workshop on ComputationalLearning Theory (pp. 163{177). Morgan Kaufmann.68. Jain, S., & Sharma,A. (1990). Language learning by a team. In M.S. Paterson(Ed.), Proceedings of the 17th International Colloquium on Automata, Lan-guages and Programming (pp. 153{166). Springer-Verlag.69. Jain, S., & Sharma, A. (1993). Computational limits on team identi�cationof languages. Technical Report 9301. School of Computer Science and Engi-neering, University of New South Wales.70. Jain, S., & Sharma, A. (1993). Probability is more powerful than team forlanguage identi�cation. Proceedings of the Sixth Annual Conference on Com-putational Learning Theory (pp. 192{198). ACM Press.71. Jain, S., & Sharma, A. (1994). On aggregation teams of learning machines.SCS&E Report no. 9405. School of Computer Science and Engineering, Uni-versity of New South Wales.



72. Jain, S., & Sharma, A. (1995). Team learning of formal languages. In (WS-IMLC95).73. Jain, S., Sharma, A., & Velauthapillai, M. (1994). Finite identi�cation offunctions by teams with success ratio 1/2 and above. Journal of Computerand System Sciences.74. Pitt, L. (1984). A characterization of probabilistic inference. Proceedings ofthe 25th Symposium on the Foundations of Computer Science.75. Pitt, L. (1989). Probabilistic inductive inference. Journal of the ACM , 36,383{433.76. Pitt, L., & Smith, C. (1988). Probability and plurality for aggregations oflearning machines. Information and Computation, 77, 77{92.77. Smith, C. (1982). The power of pluralism for automatic program synthesis.Journal of the ACM , 29, 1144{1165.78. Velauthapillai, M. (1989). Inductive inference with bounded number of mindchanges. Proceedings of the Workshop on Computational Learning Theory(pp. 200{213).PART II: Work in Economics79. Adler, P. (1990). Shared learning. Management Science, 36/8, 938{957.80. Argyris, C. (1982). Reasoning, learning and action: individual and organiza-tional. San Fransisco: Jossey-Bass.81. Argyris, C. (1993). On organizational learning. Cambridge, Mass: Blackwell.82. Argyris, C., & Sch�on, D.A. (1978). Organizational learning . Reading, MA:Addison-Wesley.83. Arrow, K. (1962). The implications of learning by doing.Review of EconomicStudies, 29, 166-170.84. Bennis, W., & Nanus, B. (1985). Organizational learning: The managementof the collective self. New Management , 3, 6{13.85. Brown, J.S., & Duguid, P. (1991). Organizational learning and communities-of-practice: Toward a uni�ed view of working, learning, and innovation. Or-ganization Science, 2(1), 40{57.86. Cangelosi, V.E., & Dill, W.R. (1965). Organizational learning: Observationstoward a theory. Administrative Science Quaterly , 10, 175{203.87. Cohen, M.D. (1986). Arti�cial intelligence and the dynamic performance oforganizational designs. In J.G. March & R. Weissinger-Baylon (eds.), Ambi-guity and command (pp. 53{71). Marsh�eld, Mass.: Pitman.88. Cohen, M.D. (1991). Individual learning and organizational routine: Emerg-ing connections. Organization Science, 2(1), 135{139.89. Cohen, M.D. (1992). When can two heads learn better than one? Resultsfrom a computer model of organizational learning. In M. Masuch & M. War-glien (Eds.), Arti�cial intelligence in organization and management theory(pp. 175{188), Amsterdam: North-Holland.90. Cohen, W., & Levinthal, D. (1990). Absorptive capacity: A new perspectiveon learning and innovation. Administrative Science Quaterly , 35, 128{152.



91. Cohen, M.D., March, J.G., & Olsen, J.P. (1972). A garbage can model oforganizational choice. Administrative Science Quaterly , 17(1), 1{25.92. Cohen, M.D., & Sproull, L.S. (1991) (Eds.). Organization Science, 2(1)[Special Issue on Organizational Learning].93. Daft, R.L., & Huber, G.P. (1987). How organizations learn: A communica-tion framework. Research in the Sociology of Organizations, 5, 1{36.94. Derry, D. (1983). Decision-making, problem-solving, and organizational learn-ing. Omega, 11, 321{328.95. Dixon, N.M. (1990). Action learning, action science and learning new skills.Industrial & Commercial Training , 22(4), 1{16.96. Dixon, N.M. (1992). Organizational learning: A review of the literature withimplications for HRD professionals.Human Resource Development Quaterly ,3(1), Spring, 29{49.97. Dodgson, M. (1993). Organizational learning: A review of some literatures.Organization Studies, 14/4, 375{394.98. Duncan, R., & Weiss, A. (1979). Organizational learning: Implications for or-ganizational design. In B.M. Staw (Ed.), Research in organizational behavior(Vol. 1, pp. 75{123). Greenwich, Conn.: JAI Press.99. Easterby-Smith, M. (1990). Creating a learning organisation. Personal Re-view , 19(5), 24{28.100. Epple, D., Argote, L., & Devadas, R. (1991). Organizational learning curves:A method for investigating intra-plant transfer of knowledge acquired throughlearning by doing. Organization Science, 2(1), 58{70.101. Fiol, M., & Lyles, M.A. (1993). Organizational learning. Academy of Man-agement Review , 10, 803{813.102. Friedlander, F. (1983). Patterns of individual and organizational learning.In Shrivastava and Associates (Eds.), The executive mind: New insights onmanagerial thought and action (pp. 192{220). San Fransisco: Jossey-Bass.103. Garratt, B. (1990). Creating a learning organization: A guide to leadership,learning and development .104. Garratt, B., & Burgoyne, J.G. (1987). The learning organization. London:Fontana/Collins.105. Grantham, C. (1994). The learning organization. In S.A. Katsikides (Ed.),Informatics, organization and society (pp. 228{250). Wien: Oldenbourg.106. Hall, D.T., & Fukami, C.V. (1979). Organization design and adult learning.In B.M. Staw (Ed.), Research in organizational behavior (Vol. 1, pp. 125{167). Greenwich, Conn.: JAI Press.107. Hedberg, B. (1981). How organizations learn and unlearn. In P.C. Nystrom& W.H. Starbuck (Eds.), Handbook of organizational design (Vol. 1, pp. 1{27). New York: Oxford University Press.108. Herriott, S. R., Levinthal, D., & March, J. G. (1985). Learning from experi-ence in organizations. The American Economic Review , 75(2), 298{302.109. Huber, G.P. (1991). Organizational learning: The contributing processes andthe literatures. Organization Science, 2(1), February, 88{115.



110. Hutchins, E. (1991). Organizing work by adaptation. Organization Science,2(1), 14{39.111. Jelinek, M. (1979). Institutionalizing innovations: A study of organizationallearning systems. New York: Praeger.112. Kim, D. (1993). The link between individual and organizational learning.Sloan Management Review , Fall, 37{50.113. Lant, T. (1994). Computer simulations of organizations as experiential learn-ing systems: Implications for organization theory. In K.M. Carley & M.J.Prietula (Eds.), Computational organization theory , Lawrence Erlbaum As-sociates, Inc.114. Lant, T., & Mezias, S. (1990). Managing discontinuous change: a simulationstudy of organizational learning and entrepreneurship. Strategic Manage-ment Journal , 11, 147{179.115. Lant, T., & Mezias, S. (1990). An organizational learning model of conver-gence and reorientation. Strategic Management Journal , 11, 147{179.116. Levinthal, D.A. (1991). Organizational adaptation and environmental selec-tion {Interrelated processes of change. Organization Science, 2(1), 140{145.117. Levitt, B., & March, J.G. (1988). Organizational learning. Annual Review ofSociology , 14, 319{340.118. Lounamaa, P.H., & March, J.G. (1987). Adaptive coordination of a learningteam. Management Science, 33, 107{123.119. Lundberg, C. (1989). On organizational learning: Implications and opportu-nities for expanding organizational development. Research in OrganizationalChange and Development , 3(6), 126{182.120. March, J.G. (1991). Exploration and exploitation in organizational learning.Organization Science, 2(1), 71{87.121. March, J.G., & Olsen, J.P. (1975). The uncertainty of the past: Organiza-tional learning under ambiguity. European Journal of Political Research, 3,147{171.122. March, J.G., Sproull, L.S., & Tamuz, M. (1991). Learning from samples ofone or fewer. Organization Science, 2(1), 1{13.123. Marsick, V. (Ed.) (1987). Learning in the workplace. New York: CroomHelm.124. Masuch, M., & Lapotin, P. (1989). Beyond garbage cans: An AI model oforganizational choice. Administrative Science Quaterly , 34(1), 38{67.125. Miles, R.H., & Randolph, W.A. (1980). Inuence of organizational learningstyles on early development. In J.R. Kimberly & R.H. Miles (Eds.), Theorganizational life cycle: Issues in the creation, transformation, and declineof organizations (pp. 44{82). San Francisco: Jossey-Bass.126. Mills, D.Q., & Friesen, B. (1992). The learning organization. European Man-agement Journal , 10(2), 146{156.127. Mody, A. (1990). Learning through allianes. Washington: The World Bank.128. Normann, R. (1985). Developing capabilities for organizational learning. InJ.M. Pennings & Associates (Eds.), Organizational strategy and change: Newviews on formulating and implementing strategic decisions (pp. 217{248).



San Francisco: Jossey-Bass.129. Nystrom, P.C., & Starbuck, W.H. (1984). To avoid organizational crises,unlearn. Organizational Dynamics, 53{65.130. Pautzke, G. (1989). Die Evolution der organisatorischen Wissensbasis: Bau-steine zu einer Theorie des organisatorischen Lernens. Herrsching: VerlagBarbara Kirsch.131. Pedler, M., Boydell, T., & Burgoyne, J. (1989). Towards the learning com-pany. Management Education and Development , 20, 1{8.132. Perelman, L. (1984). The learning enterprise: Adult learning, human capi-tal and economic development . Washington, DC: Council of State PlanningAgencies.133. Probst, G.J.B., & B�uchel, B.S.T. (1994). Organisationales Lernen. Wettbe-werbsvorteil der Zukunft . Wiesbaden: Gabler.134. Pucik, V. (1988). Strategic alliances, organizational learning, and compet-itive advantage: The HRD agenda. Human Resource Management , 27(1),77{93.135. Reinhardt, R. (1993). Das Modell organisationaler Lernf�ahigkeit und dieGestaltung lernf�ahiger Organisationen. Frankfurt am Main: Peter Lang.136. Reber, G. (1992). Lernen, organisationales. In E. Frese (Ed.), Handw�orter-buch der Organisation (pp. 1240{1255).Revans, R.W. (1980).Action learning: New techniques for management . Lon-don: Blond & Briggs.137. Sattelberger, T. (Ed.) (1994). Die lernende Organisation. Konzepte f�ur eineneue Qualit�at der Unternehmensf�uhrung . Wiesbaden: Gabler.138. Schein, E.H. (1993). How can organizations learn faster? The challenge ofentering the green room. Sloan Management Review , Winter, 85{92.139. Senge, P. (1990). The Fifth Discipline: The art and practice of the learningorganization. New York: Doubleday.140. Simon, H.A. (1991). Bounded rationality and organizational learning. Orga-nization Science, 2(1), February, 125{134.141. Shrivastava, P. (1983). A typology of organizational learning systems. Jour-nal of Management Studies, 20, 7{28.142. Starbuck, W.H., & Dutton, J.M. (1973). Designing adaptive organizations.Journal of Business Policy , 3, 21{28.143. Stata, R. (1989). Organizational learning { The key to management innova-tion. Sloan Management Review , 30(3), 63{74.144. Warglien, M. (1992). Exit, voice, and learning: Adaptive behavior and com-petition in a hotelling world. In M. Masuch & M. Warglien (Eds.), Arti�cialintelligence in organization and management theory (pp. 189{214), Amster-dam: North-Holland.145. Weick, K.E. (1991). The nontraditional quality of organizational learning.Organization Science, 2(1), 116{124.146. Wol�, R. (1982). Der Proze� des Organisierens: Zu einer Theorie des organ-isationellen Lernens. Spardorf: Wilfer.



147. Yelle, L.E. (1990). The learning curve: Historical review and comprehensivesurvey. Decision Sciences, 10, 302{328.PART III: Others148. Bandura, A. (1977). Social learning theory . Englewood Cli�s, NJ: Prentice-Hall,149. Dillenbourg, P., Mendelsohn, P., & Schneider, D. (1994). The distributionof pedagogical roles in a multi-agent learning environment. In R. Lewis &P. Mendelsohn (Eds.), Lessons from Learning (pp. 199{216). Amsterdam:North-Holland.150. Dillenbourg, P., Baker, M., Blaye, A., & O'Malley, C. (1995, to appear). Theevolution of research on collaborative learning. In H. Spada & P. Reimann(Eds.), Learning in Humans and Machines.151. Laughlin, P.R. (1988). Collective induction: group performance, social com-bination processes, and mutual majority and minority inuence. Journal ofPersonality and Social Psychology , 54(2), 254{267.152. Mandl, H., & Renkl, A. (1992). A plea for \more local" theories of coopera-tive learning. Learning and Instruction, 2, 281{285.153. Roschelle, J. (1992). Learning by collaboration: Convergent conceptual change.Journal of the Learning Sciences, 2, 235{276.154. Slavin, R.E. (1983). Cooperative learning . New York: Longman.


