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Attention is all you need (Vaswani 2017)
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An Image is Worth 16x16 Words: Transformers for Image Recognition at
Scale (Dosovitskiy 2020)
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SegFormer: Simple and Efficient Design for Semantic Segmentation with
Transformers (Xie 2021)
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B1 HRNet-W48 + OCR
PVT
SemFPN
mloU | Params FLOPs | FPS
SegFormer-B0 374 3.7M 8.4G | 50.5
FCN-R50 36.1 49.6M | 198.0G | 23.5
. SegFormer-B2 46.5 27.5M 62.4G | 24.5
FCN-R50 DeeplabV3+/R101 | 44.1 62.7M | 255.1G | 14.1
HRNet-W48 + OCR | 43.0 70.5M | 1648G | 17.0
SegFormer-B4 50.3 64.1M 95.7G | 154
SETR 48.6 | 318.3M | 362.1G 5.4
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Pourquoi ?

Stage-1 Stage-2 Stage-3 Stage-4
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Pourquoi ?
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Approche multimodal
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