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Visual Transformer
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Attention is all you need (Vaswani 2017)
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An Image is Worth 16x16 Words: Transformers for Image Recognition at 
Scale (Dosovitskiy 2020)

• Image comme ensemble de 

patch (16x16)

• Ajout "faux" token pour 

classif (BERT, Devlin2019)

• 1D conv sur patch

+ position : ordre rasterization
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SegFormer: Simple and Efficient Design for Semantic Segmentation with 
Transformers (Xie 2021)

• Retire l'encodage de la position

• Utilise une fenêtre glissante 

pour extraire les patchs
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Pourquoi ?
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Pourquoi ?
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Approche multimodal

CMX (Zhang 22)

VATT (Akbari 21)
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