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GigaGAN

• Text-to-image synthesis

• Contributions

• Orders of magnitude faster than diffusion models

• Ultra high-res images at 4k in a few seconds

• Controllable latent vector space

• Scalable GAN architecture



How GAN’s work ?

• Proposed by Goodfellow et al. 2014

• Unsupervised learning



StyleGAN2

• GigaGAN is based on StyleGAN2



Architecture - Generator



Architecture - Discriminator

• Multiple discriminators



Results - Metrics



Results – Text-to-image



Results - Controls



Architecture - Super-resolution

64 px image



Results – Super-resolution

“An elephant spraying water with its trunk”.



Comparison



Conclusion

• Lower synthesis quality…
• … but better metrics

• Controllable latent space

• Faster inference

• GANs are still a viable option for text-to-image synthesis

• Project page

https://mingukkang.github.io/GigaGAN/
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