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GigaGAN

e Text-to-image synthesis

* Contributions
* Orders of magnitude faster than diffusion models
* Ultra high-res images at 4k in a few seconds
* Controllable latent vector space
* Scalable GAN architecture



How GAN’s work 7

* Proposed by Goodfellow et al. 2014

e Unsupervised learning
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StyleGAN?2

* GigaGAN is based on StyleGAN2

Latent Z €< z Synthesis net“vork g Noise

Wy

| Mod |
[Demod > Conv 323 |
b, {B] «
"y
N Modl [_Upsample |

IDemodH Conv 33 |

TE“
I—+—

[Demod[ > Conv 3x3 |

b, \* E(_

(c) StyleGAN2 generator



Architecture - Generator

"an oil
palnctolpggi"Of a CI_lPa
Textc U
(1]
M
z~N(0,1) —| |T T[]

Pretrained
text encoder

[

Learned
text encoder

Latent code

Constant [I

[ Convolutional
[] Self-attention
[l Cross-attention

f
i

- 4

|-

Our high-capacity text-to-image generator

Modulated

Filter Bank Selected Filter
weights
\ J \ )
Filter Selection Modulation

Sample-adaptive kernel selection



Architecture - Discriminator

* Multiple discriminators
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Results - Metrics

Model FID-10k | CLIP Score T # Param.
StyleGAN2 2991 0.222 27.8M
+ Larger (5.7 x) 34.07 0.223 158.9M

+ Scale-up (GigaGAN) 0.18 0.307 652.5M

Model Type #Param. #Images FID-30k | Inf. time
DALL-E | 75] Diff 12.0B 1.54B 27.50 -
GLIDE [63] Dift 5.0B 5.94B 12.24 15.0s
LDM [79] Diff 1.5B 0.27B 12.63 9.4s
DALL-E 2 [74] Diff 5.5B 5.63B 10.39 -
o Imagen [50] Diff 3.0B 15.36B 7.27 9.1s
o eDiff-1 [5] Dift 9.1B 11.47B 6.95 32.0s
Parti-750M [101] AR 750M 3.69B 10.71 -
Parti-3B [101] AR 3.0B 3.69B 8.10 6.4s
Parti-20B [ 1071] AR 20.0B 3.69B 7.23 -
LAFITE [10%] GAN 75M - 26.94 0.02s
SD-v1.5% [ 75] Diff 0.9B 3.16B 9.62 2.9s
E Muse-3B [10] AR 3.0B 0.51B 7.88 1.3s
GigaGAN GAN 1.0B 0.98B 9.09 0.13s




Results — Text-to-image
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Results - Controls
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Architecture - Super-resolution
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Results — Super-resolution

Input photo (128px)



Comparison

“A teddy bear on a skateboard in times square.”
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Conclusion

* Lower synthesis quality...

e ... but better metrics

* Controllable latent space

 Faster inference

* GANs are still a viable option for text-to-image synthesis

* Project page



https://mingukkang.github.io/GigaGAN/
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