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Abstract—Institutes and libraries around the globe
are preserving the literary heritage by digitizing histor-
ical documents. However, to make this data easily ac-
cessible the scanned documents need to be transformed
into search-able text. State of the art OCR systems us-
ing Long-Short-Term-Memory networks (LSTM) have
been applied successfully to recognize text in both
printed and handwritten form. Besides the general
challenges with historical documents, e.g. poor image
quality, damaged characters, etc., especially unknown
scripts and old fonds make it difficult to provide the
large amount of transcribed training data required
for these methods to perform well. Transcribing the
documents manually is very costly in terms of man-
hours and require language specific expertise. The un-
known fonds and requirement for meaningful context
also make the use of synthetic data unfeasible.
We therefore propose an end-to-end framework any-
OCR that cuts the required input from language ex-
perts to a minimum and is therefore easily extend-
able to other documents. Our approach combines
the strengths of segmentation-based OCR meth-
ods utilizing clustering on individual characters and
segmentation-free OCR methods utilizing a LSTM ar-
chitecture. The proposed approach is applied to a col-
lection of 15th century Latin documents. Combining the
initial clustering with segmentation-free OCR was able
to reduce the initial error of about 16% to less than 8%.

Keywords—OCR, Historical Documents, Clustering,
OCRopus, LSTM Networks

I. Introduction

Advances in the capturing technology have significantly
reduced the cost of preserving old documents. With an in-
creasing global effort in making digital copies of historical
documents in order to preserve the literary heritage, an
increasing demand for robust and low effort OCR systems
has emerged.

However, automatic recognition of historical documents
is very challenging. The three main problems can be
categorized as:

• bad document condition (e.g. highly degraded text,
torn pages),

2http://kallimachos.de/kallimachos/index.php/Narragonien:Main

Fig. 1. Samples of the 15th century novel “Narrenschiff” in Latin
script. Images are taken from the German government funded project,
Kallimachos2.

• ancient scripts and archaic orthography,

• costly or unavailable transcribed training data.

There are multiple approaches to OCR documents with
little available training data.

One approach would be to use segmentation-based
OCR which does not require much training data, e.g. by
extracting the unique characters from the document and
train a shape-based classifier [1] that assigns the shapes to
their respective digital representations. Another approach
would be to train a segmentation-free OCR system on the
partial data and then use this model to OCR the rest of
the corpus.

In practice the first approach does not generalize well
for new documents [2] and the amount of training data
required for the second approach in order to generalize well
is also very high. The creation of transcribed data however,
is tedious and costly, and would require to manually
transcribe every document that is to be digitized. Another
option is the use of artificial data [3], though generating
such data often also requires some already transcribed
data. Additionally artificial data rarely contains meaning-
ful context and limits the advantages of segmentation-free
OCR approaches.

This paper reports our approach to minimize the re-

2016 23rd International Conference on Pattern Recognition (ICPR)
Cancún Center, Cancún, México, December 4-8, 2016

978-1-5090-4846-5/16/$31.00 ©2016 IEEE 4024



Fig. 2. The complete pipeline for anyOCR. First text lines and unique symbols are extracted from the scanned data. These symbols are
then clustered. After a language expert has identified the resulting clusters, semi-correct ground truth data for each text line is generated. In
a second phase a LSTM-based OCR model is trained using the clustering output (using the OCRopus software suit). The trained model can
then be used to generate better ground truth data for iterative retraining. When no better OCR model can be trained or gains become too
small (e.g. less than 1%), training should be stopped.

quirement of a language expert for manually transcribing
documents, esp. historical documents. The only require-
ment in the proposed framework anyOCR is for a language
expert to identify a limited amount of character images
through a GUI and provide their digital representation,
e.g. Unicode. The proposed approach is capable of reduc-
ing the recognition errors by combining the strengths of
different OCR systems.

Using multiple OCR types in tandem, specifically
segmentation-based and segmentation-free approaches, to
increase the overall performance has been reported by
[4], however the use of Tesseract as the segmentation-
based OCR results in several problems. Tesseract needs
a complete list of unique characters. Providing this can
result in a lot of additional work for language experts
and often involves clustering of some kind. Additionally,
Tesseract itself needs some amount of training data for
which artificial “meaningless” text has been generated,
which leads to the same problems with artificial data as
has already been mentioned [5].

Our hypothesis is similar, such that a segmentation-
based approach can be used in tandem with a
segmentation-free approach to provide an OCR system for
documents where no training data is available. However
instead of Tesseract, which also needs some amount of
training data, we decided to incorporate a totally unsu-
pervised clustering algorithm as our segmentation-based
OCR approach. This way we retain the strengths of com-
bining the two approaches, namely not needing transcribed
training data for the clustering and utilizing the context
sensitive learning and the good generalization properties of
the LSTM-based OCR as reported by [6]. The described
methodology is designed for 15th century printed Latin
documents. As shown in figure 1 these documents provide
comparatively few challenges with regards to the first
category, however we use no transcribed training data and
therefore our framework can easily be adapted to other
data sets, with no available training data.

II. Methodology

Similar to [4] our concept is to use both segmentation-
based and segmentation-free OCR approaches in tandem
to design a high performance OCR system for documents
having no or very limited ground truth (GT) data. How-
ever, we do not require a unique list of symbols beforehand.
The complete pipeline of our procedure is shown in Figure
2 The idea is to use character clustering on the segmented
symbols. The clustering results obtained are then used to
generate semi-correct ground truth, which is used subse-
quently to train the segmentation-free OCR system.

First the text lines are semi-automatic extracted from
the scanned documents and then segmented into individual
characters. After clustering them in an iterative manner, a
language experts has to identify which character is repre-
sented by each cluster. The segmentation-based approach
is finished by producing erroneous text lines for all text line
images. These text lines serve as the semi-correct ground
truth to train OCRopus [7], a segmentation-free open-
source OCR system based on Long Short-Term Memory
(LSTM) neural networks. The trained LSTM model is
then used again to provide a second iteration of more
correct ground truth information. This iterative process
can be repeated for any number of iterations. However,
with each iteration the gains become less and less and
therefore should be stopped when gains become too small
(e.g. less than 1%).

Before proceeding further, it is appropriate to under-
stand the internal working of the two OCR systems that
have been used to validate our hypothesis.

A. Character Clustering: Iterative K-Means Clustering

As the segmentation-based approach we chose a combi-
nation of text line segmentation and character clustering.
Only after clustering has finished, a language expert has to
identify which character each cluster represents and assign
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their corresponding Unicodes. For convenience we created
a simple GUI for this as shown in Figure 3.

Before clustering, the binarized text line images are seg-
mented into single characters based on connected compo-
nents. To account for multi-component-characters as well
as some degree of noise and artifact filtering, some heuristic
rules have been implemented. These are optimized for the
(15)th century Latin novel “Narrenschiff”:

• If a connected-component has less than 20 pixels
total, it is considered noise and discarded.

• If a connected-component is larger than 200 pixel
in either dimension, it is considered an artifact and
also discarded.

• If one connected-component completely overlaps
with another horizontally (e.g. one is above the
other), they are merged into a single component.

• If one connected-component only partially overlaps
with another horizontally, but the total displace-
ment is less than 10 pixel, they are merged into
a single component (e.g. i with the dot slightly
shifted to the left).

• If the horizontal distance between two subsequent
connected-components is larger than 11 pixel, a
space (empty image) is added between the two
components.

K-means clustering is one of the most used clustering
algorithms, because it is well known and relatively
easy to compute. Especially for these type of historical
documents using more sophisticated clustering algorithm
or combining them with more sophisticated features does
not necessarily improve performance [8]. We chose to
use k-means clustering combined with raw features. All
characters are centered and downscaled to 32x32 leading
to a 1024-dimensional feature space.

However normal k-means produces unsatisfactory re-
sults on historical documents, such that clustering based
OCR systems often require additional steps for manual in-
spection. For this task we came up with a fully automated
iterative clustering scheme which we call “iterative K-
Means clustering”. After an initial clustering each clusters
average image is evaluated by how “blurry” it is. If most
members of a cluster are the same character, than that
clusters average image would be a slightly noisy picture
of that character. However, if a cluster contains images of
different characters, then the average image becomes more
and more “blurry”. We quantize a clusters “blurriness” by
dividing all pixel into 4 classes as shown in Figure 3.

• corepixel are shared between almost all cluster
members and therefore their value is above pcore

• noisepixel are within nd pixels of a core pixel and
have a value between pbg and pcore

• non−corepixel are farther than nd pixels of a core
pixel and also have values between pbg and pcore

• backgroundpixel have values smaller than pbg

Fig. 3. Left: Examples for all 4 types of pixel, core pixel (yellow),
pixel in a core pixels vicinity (green), non-core pixel (blue) and
background pixel (purple). Right: The GUI for assigning Unicodes
to the clusters. One can either “Commit” the Unicode, get “Back” to
the last cluster or “Skip” the current cluster to put it at the back of
the list.

Since we are taking averages of binarized images, the pixel
values can be understood as the percentage of cluster
members that share this pixel. So noise pixel are not
present in almost all of the cluster members, but their
closeness to core pixel indicates that they describe small
variations in the characters shape. In contrast non-core
pixel are not close to core pixel and therefore represent an
overlap of the shapes of multiple different characters in the
average image.
We define blurriness of an average image therefore as the
relative amount of core pixel to the total number of core
and non-core pixel:

b =
#core

#core + #non-core
(1)

If an average image has too high blurriness, that cluster
is re-clustered. The new k is estimated to be the number
of overlapping shapes. To assist the language expert at as-
signing a Unicode to each cluster we created a GUI showing
the average images. Lastly the positional information of all
characters and their Unicodes are used to generate the text
corresponding to each image.

B. LSTM-Modell

OCRopus [7] is an open-source document analysis and
recognition system that implements contemporary LSTM-
networks, which have shown very good results on printed
OCR tasks [6], [2]. This LSTM implementation uses a
1 − pixel wide sliding window where each pixel value is
fed to one LSTM-unit in the input layer. The height of
the image therefore has to be normalized for all inputs.
OCRopus offers a normalization method which is based on
Gaussian filtering and affine transformation to preserves
the baseline and x-height, which are important especially
for distinguishing Latin characters [9]. The size of the
hidden layer is variable and defines the complexity of
the model. During training the error is calculated by a
Connectionist Temporal Classification-layer (CTC-layer),
which tries to align the network output with the pro-
vided ground truth by maximizing the expectation over
all possible alignments. This can be calculated efficiently
by using a forward-backward algorithm [10]. The network
learns through a modified backpropagation algorithm,
where the weights and biases are updated according to the
backpropagated errors. The modified algorithm is called
backpropagation through time (BGT) [11]. The training
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is therefore fully supervised and requires the corresponding
ground-truth for each text line image.

The simplified LSTM cell (without the peephole con-
nections) shown in Figure 4 corresponds to the following
equations describing the forward path of the training:

ft = σ(Wxf · xt +Whf · ht�1 + bf )

it = σ(Wxi · xt +Whi · ht�1 + bi)

vt = tanh(Wxv · xt +Whv · ht�1 + bv)

ot = σ(Wxo · xt +Who · ht�1 + bo)

Ct = ft ∗ Ct�1 + it ∗ vt
ht = ot ∗ tanh(Ct)

where

• f , i and o are the forget gate, input gate and
output gate respectively,

• C is the Cell State and h is the cell output,
while t refers to the current time step and t − 1
refers to the previous time step

• by, y ∈ {f, i, o, v} is the bias unit for the forget
gate, input gate, output gate as well as the input
squashing respectively,

• Wij is the weight connection between i and j, e.g.,
Wxf is the weight between the external input and
the forget gate,

• σ is the logistic sigmoid function σ = 1
1+exp(�x)

and tanh is the tangent hyperbolic function
tanh(x) = e2x�1

e2x+1 ,

III. Experimental Evaluation
The basic concept behind the proposed framework is to

use segmentation-based and segmentation-free approaches
in combination to OCR documents for which GT data
is unavailable. For evaluation, first the iterative K-Means
clustering is used on the data described in Section III-A.
Then the proposed approach is used to improve the semi-
correct ground truth (GT) data generated by the cluster-
ing by training a LSTM network. For comparison a LSTM
network is trained directly on the manually transcribed
data.

The performance is estimated in terms of the Character
Error Rate (CER) which is measured using the “edit
distance” metric. This distance is defined as the ratio of
insertion, deletion and substitution actions compared to
the total length of the text line.

A. The Database
The 15th century novel “Narrenschiff” is part of the

German government funded project Kallimachos. A sam-
ple document image is shown in Figure 1. We see some
degradations due to aging, but also some handwritten
annotations and side notes, which makes the data set more
challenging for text line segmentation as well as training a
LSTM-network.

In order to validate our research hypothesis, we have
selected a subset of 100 images from one Latin novel for

Input 
Gate

Memory State

it

Forget 
Gate

Cell's prev. State, Ct-1

f t

Output 
Gate

ot

Cell's State, Ct

Cell's current  output , ht

LSTM Cell's Input

Cell's previous output  (ht-1)

External  Input  (xt)

LSTM Cell's Output

vt

Fig. 4. A shematic LSTM cell: The forget gate decides which inputs
to retain at any given time step. The input gate determines which
input is processed by the cell, and the output gate determines what
output the cell has. Image taken from [4]

training and selected 8 pages from another Latin novel for
testing. For performance evaluation on the full data set,
the manually transcribed text for 100 pages with a total of
3329 text-lines has been provided by our project partners.

For the iterative K-Means clustering we need no prior
information, but a language expert has to assign Unicodes
to each cluster. To train the OCRopus model we also
needed text line images, that we have semi-automatically
cropped from the training data set.

B. The System Parameters

For the initial k-means clustering we largely overesti-
mated the number of character classes and set k = 200. For
the evaluation of the average images we chose pcore = 0.90.
The threshold for background pixel is set to pbg = 0.05. A
cluster is subject to re-clustering if the blurriness b > 0.9.
These values have been found heuristically for the de-
scribed data set. However re-clustering is only applied if
the average size of child clusters is at least 5 elements. For
OCRopus the number of LSTM units in the hidden layer is
set to 100. With this value the network is complex enough
to learn the desired concepts while retaining its good
generalization properties. Experience shows that an image
height of 48 pixels is a reasonable choice. Smaller images
might lead to resolution problems during normalization
while bigger images increase the network size and therefore
the training time. The learning rate and momentum are
the remaining parameters and they are set to 1e−4 and 0.9
respectively. Similar values are used for various machine
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TABLE I. Comparison of applying OCRopus, iterative
K-Means clustering, OCRoRACT and anyOCR. The results

using manually transcribed GT in OCRopus are only
marginally better than using the erroneous ground truth

generated by Tesseract and clustering during the
OCRoRACT and anyOCR framework respectively.

Character Error Rate, CER (%)
Dataset OCRopus it. K-Means OCRoRACT anyOCR

T0 7.37 16.48 9.34 7.33
T1 6.29 – 6.57 6.53
T2 10 – 10.6 10.16

learning algorithm and allowed us to train the models in
a reasonable time frame of a few days.

C. Results

This section reports the results of the three evaluations
that have been employed to test the performance of the
proposed framework. There are three test sets used in the
evaluation process. The first data set consists of three
pages randomly selected from our training data. These
three pages are used for training in all mentioned models
and represent our training errors. We call this data set
‘T0’. It contains 111 lines and 2686 characters. The second
data set ‘T1’ consists of two randomly selected pages from
the same book that is used for training the anyOCR and
OCRoRACT systems; however, these pages were not part
of any training or clustering. The total number of text-
lines in these two pages are 104 and the total number of
characters are 2877. The last data set consists of 8 pages
randomly selected from a second book that has not been
used in training. It consists of 270 text-lines has a total of
7017 characters. This data set is termed as ‘T2’.

We did not evaluate our initial steps of the page- and
text-line segmentation, because the first one was semi-
automatic and for the latter most things that would be
considered errors would not be problematic. Even if char-
acters were not segmented successfully, if the same errors
are clustered into the same cluster and the language expert
assigns the correct Unicode(s) to that cluster, then for our
purposes the result will be the same. As mentioned before,
first we used our iterative K-Means training scheme on the
segmented characters. Instead of having a language expert
assigning the Unicodes we used a complete list of unique
characters to assign the Unicodes ourselves. Clustering
yields a CER of 16.58% on the ‘T0’ data set and a CER of
12.6% on the complete training data (CTD), which is lower
than the CER reported in [4] after applying Tesseract.
This means we trained our LSTM-based OCR model with
a 12.6% erroneous ground truth data. The first iteration
LSTM model thus trained outputs a CER of 7.33% on the
‘T0’ data set and corrects the CTD to a CER of ≈ 6%. We
tried to further improve our accuracy by training a second
iteration (iteration-2) LSTM model using the corrected
ground truth. However during the second iteration we got
a CER of 7.59% on the ‘T0’ data set and could not further
improve the performance.

The LSTM models obtained after the 1st iteration are
used to OCR the ‘T2’ data set and are compared to the
3rd iteration OCRoRACT model and the OCRopus model,

Fig. 5. Two extracted sample text line images (top) and their
output after clustering (middle) and LSTM training (bottom). After
clustering there are a total of 8 errors. LSTM training reduces these
errors to 1, however two new errors are introduced.

that was trained on the manually transcribed GT data.
The results are listed in Table I.

IV. Error Analysis and Discussions

The top confusions of the OCR systems on the ‘T0’
data set are shown in Table II.

The OCRopus system produces errors related to miss-
ing or extra characters mainly. Most prominent is the
missing . In another model these missing were instead
replaced with f resulting in similar overall errors, however
these characters have very similar shapes. More training
data and even longer training should allow the LSTM
to overcome most of these deletion and insertion errors.
Even still the performance of LSTM networks is quite
satisfactory.

Our iterative K-Means clustering approach has mostly
made errors in differentiating f and as well, followed
by space related errors. The former can probably be ex-
plained due to us assigning Unicodes to the clusters rather
than a language expert. The shapes are quite similar and
can easily be confused. Any space related error could be
reduced simply by excluding spaces from clustering. We
detect them by a specific heuristic rule and could apply
them directly to the output.

The anyOCR system, which has been trained on the
erroneous GT data corrects many of these errors. However,

TABLE II. Top errors generated by the OCRopus,
iterative K-Means, OCRoRACT and anyOCR systems when

applied on the ‘T0’ data set. GT denotes the ground-truth,
Pred denoted the predicted output and Error shows the
number of errors. _ shows the insertion or deletion of the

corresponding character. Total number of errors made by
a particular OCR system are shown below the name of that

system.
OCRopus it. K-Means OCRoRACT anyOCR

Total Errors 198 Total Erros 443 Total Erros 255 Total Errors 197
Pred. GT Errors Pred. GT Errors Pred. GT Errors Pred. GT Errors

_ ſ 50 f ſ 38 _ 15 _ ſ 38
_ 8 _ 31 _ 12 _ 26

_ l 5 _ 25 _ i 10 _ l 18
i _ 3 21 ā ē 6 _ i 5

ſ

ſſ

st
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TABLE III. Top errors generated by OCRopus and the
anyOCR system when applied on the ‘T1’ (right) and ‘T2’

(left) data set. GT denotes the ground truth, Pred
denoted the predicted output and Error shows the number

of errors. _ shows the insertion or deletion of the
corresponding character. Total number of errors are

shown below the name of that system. OCRoRACT
performance has been evaluated in [4]

OCRopus anyOCR OCRopus anyOCR
Total Errors 181 Total Erros 187 Total Erros 702 Total Errors 713
Pred. GT Errors Pred. GT Errors Pred. GT Errors Pred. GT Errors

_ ſ 77 _ ſ 76 _ ſ 142 _ ſ 143
_ l 11 _ 22 _ 29 _ 50
_ 8 _ ę 9 _ l 20 _ 38
. _ 5 . _ 16 . _ 16 _ ę 22

it struggles with the character the same way OCRopus
does. It also inherits many of the space related errors
introduced by the clustering. Lastly the errors seem to be
quite similar to OCRopus overall. A lof of the deletion
errors are related to thin and small characters like “i” and
“l”. Since the LSTM is fed the text-lines in columns it
might be a technical limitation of the LSTM approach used
in OCRopus and anyOCR.

Comparing the errors made by these three system when
applied on unseen data from the same book, given in
the ‘T1’ data set, and from another book, given in the
‘T2’ data set, it becomes apparent, that OCRopus, which
was trained on manually transcribed data performs only
slightly better than our anyOCR approach, which has been
trained on the semi-correct clustering output with a CER
of ≈ 12% on the CTD.

AnyOCR also performed better than the OCRoRACT
system which utilizes Tesseract. Also we only used a single
iteration of LSTM training, effectively cutting training
time by two thirds. The top confusions as listed in Ta-
ble III, show that the errors on this data is in nature very
similar to the confusions on the ‘T0’ data set.

V. Conclusion and Future Work

For our anyOCR approach we combined the strength of
segmentation-based and segmentation-free OCR systems
to overcome the difficulties that arise, if no or very little
training data is available. In contrast to similar approaches
we further reduced the required input necessary from lan-
guage experts while increasing overall performance simul-
taneously. Even when evaluating documents with similar
script, our OCR approach still performed satisfactory.
Overall our anyOCR approach achieved a CER of less
than 8% and performed very similar to classic OCRopus
systems trained on manually transcribed data. At the same
time we reduced the necessary input from language experts
regarding transcription to a few hours.

Compared to OCRoRACT, we managed to overcome
the limitations given by Tesseract. No list of unique charac-
ters has to be provided nor is any artificial data used in the
training process. From further comparison with the results
in [4] we conclude, that iterative LSTM training is able
to compensate for a high amount of errors in the ground
truth data used for training. However, when the errors are
small enough, it becomes unnecessary and its effects are
limited. Further improvement can most likely be achieved

by investigating the nature behind the reoccurring errors
of the LSTM-based training with certain characters.

With our approach, however, we could not overcome
the general weakness when dealing with scripts like Arabic
and Devanagari, where character/ligature segmentation is
non-trivial. Arabic-like scripts contain a huge amount of
ligatures and the reliable segmentation of ligatures requires
more research efforts.

For further improvement we plan to use a deep-learning
convolutional architecture to extract better and more ro-
bust features from the individual character images before
clustering and before feeding the text line images into
the LSTM-network. Also we plan on further researching
the properties and limitations of training LSTMs with
erroneous ground truth data.
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