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Abstract—The pervasive availability of the Internet, coupled
with the development of increasingly powerful technologies, has
led digital images to be the primary source of visual information
in nowadays society. However, their reliability as a true rep-
resentation of reality cannot be taken for granted, due to the
affordable powerful graphics editing softwares that can easily
alter the original content, leaving no visual trace of any modi-
fication on the image making them potentially dangerous. This
motivates developing technological solutions able to detect media
manipulations without a prior knowledge or extra information
regarding the given image. At the same time, the huge amount
of available data has also led to tremendous advances of data-
hungry learning models, which have already demonstrated in
last few years to be successful in image classification. In this
work we propose a deep learning approach for tampered image
classification. To our best knowledge, this the first attempt to
use the deep learning paradigm in an image forensic scenario.
In particular, we propose a new blind deep learning approach
based on Convolutional Neural Networks (CNN) able to learn
invisible discriminative artifacts from manipulated images that
can be exploited to automatically discriminate between forged
and authentic images. The proposed approach not only detects
forged images but it can be extended to localize the tampered
regions within the image. This method outperforms the state-
of-the-art in terms of accuracy on CASIA TIDE v2.0 dataset.
The capability of automatically crafting discriminant features
can lead to surprising results. For instance, detecting image
compression filters used to create the dataset. This argument
is also discussed within this paper.

I. INTRODUCTION

Ever since images have been digitally browsed on our
screens and widely spread through the Internet, serious secu-
rity issues have arisen regarding the originality of the images
themselves. The urgent need of coping with such security
issues motivates the computer science community to focus its
attention in developing technological solutions able to detect
media manipulations without requiring any prior knowledge or
extra information regarding the given image. Nowadays skilled
operators are able to forge photo-realistic pictures which are
hardly obtrusive from the original. Under this perspective
Image Forensics community has grown in last 15 years,
analyzing images in order to practically solve problems such
as source identification [1], splicing detection [2], [3], copy-
move detection [4], etc. In this paper we focus our attention on
the detection of images affected by splicing operations, where
a selected region from an image is pasted into another image
with the aim to change its content. In the recent literature most
of the methods which have been proposed so far are relying
on handcrafted features e.g based on geometric approaches [5]

Fig. 1. Examples of tampered images available in CASIA TIDE v2.0 dataset.
The tampering operation is often very well performed and the subjects are
heterogeneous (e.g. open air and indoor pictures, textures, etc.)

[6], on image residual analysis [7] or Color Filter Array (CFA)
analysis [8].

In this work we apply a deep learning algorithm in order
to perform a binary classification between tampered and
authentic images using patch based processing. This type
of architecture has the ability to learn discriminant features
directly from data without any a priori knowledge or feature
extraction process. In this work we adopt Convolutional Neural
Networks (CNN) which in last few years has led to very good
results in many computer vision applications such as object
recognition [9], [10], image segmentation [11], [12], head pose
estimation [13] or face recognition [14], [15] to name a few.
The training operation of this model requires a huge number
of parameters to be learned, therefore also a huge amount of
data is needed to successfully complete the process. However,
common training sets for tampered images only have at most
a few thousand of images, which are not sufficient to train
(or ‘fine-tune’) big-size nets such as VGG-16 [16]. In order to
deal with this problem, we propose a patch-based classification
strategy, i.e, rather than classifying the whole image, we
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focus on classifying patches instead. This allows us to mainly
address two issues: firstly the lack of data, by using patches
we boosted the number of samples used to feed the network.
Secondly it allows us to fix the input dimension to the size of
the patch without introducing deformation, and therefore more
artifacts, into the data. Moreover, since CASIA (and similar
available smaller datasets) is not provided with segmentation-
level annotation, we propose a straightforward but effective
method to automatically compute this ground-truth tampering
mask given the information contained in CASIA.

In this paper we also propose an extension of the classical
image detection task to a more challenging tampered region
localization task using a soft ground truth generated by an
automatic method from the CASIA TIDE dataset. In this
particular experiment we use a state of art edge detector to
search candidate borders, adapting the methodology used for
the traditional tampered image detection task.

Our main contributions are:
• A deep learning approach to efficiently learn and classify

discriminant features directly from the data, proposing
further experiments to better understand the issues related
to the application of such technique to image forensics.

• State of art results on CASIA TIDE dataset which is,
to the best of our knowledge, the biggest available for
forensics applications.

• An automatic procedure to extract tampered border
patches from a weakly annotated dataset.

• A patch-based classification approach which focuses on
detecting patches lying on the border of the tampered
regions in the image.

In section II we briefly overview the related work, focusing
on the differences and the importance of our contribution with
respect to the state of the art, while in section III we describe
the proposed methodology and the architecture of the used
CNN. Section IV shows the promising achieved results, while
conclusions are drawn in section V.

II. RELATED WORKS

Deep learning has been recently applied in audio forensics
applications. In [17] the authors use a Restricted Boltzman
Machine to detect bootleg unofficially recorded and redis-
tributed by fans after a concert. Luo et al. [18] use a 4
layer neural network to detect AMR double compressed audio
signals (e.g. songs).

However in image forensics the use of Neural Networks
have been limited to the classification stage while the features
have been previously extracted using different techniques.
In [19] the authors use a shallow artificial neural network
to classify autoregressive features previously collected from
training images with the purpose of detecting copy-move
forgeries. A similar shallow network has been used by Huang
et al. [20] to classify handcrafted features in order to au-
thenticate digital photos detecting demosaicking correlation.
An interesting approach has been proposed by Fan et al.
[21] where a generalized neural network has been used to
simulate computational rules in demosaicking adjusting bias
and weights of the network. In [22] the authors designed a
two-layer neural network in order to classify features based

DCT coefficients in order to estimate primary quantization in
a double compressed JPEG image. The use of neural networks
as a bare classifier can be observed also in splicing detection
works as in [23] where the authors use a shallow RBF network
to classify high order statistical features. In [24], Zhang et
al. extract moment based features to classify tampered and
authentic images.

Using deep networks in the feature extraction process,
however, may be a difficult task, in [25] the authors show
how deep networks can be literally fooled, returning nonsen-
sical results in an object classification scenario. In our work
we are interested in fine grained artifacts which are neither
semantically meaningful nor even directly observable, and for
this reason they propose a challenge that, to the best of our
knowledge, has never been undertaken. The goal of this work
is to fill this shortcoming, setting the path for further works
in this direction.

III. FRAMEWORK DESIGN

In order to learn discriminant features directly from data a
consistent set of labeled images is needed. The unavailability
of such dataset forced us to augment the data ourselves.
Moreover, in order to avoid introducing unwanted artifacts,
the image should be neither resized nor distorted. For these
reasons we opted for a patch based approach. Depending
on the application, the patches have been extracted in an
exhaustive or by using a selective way (e.g. edge patches).
In the first case a sliding window is passed through the image
with a stride equal to the half of the patch size s = psize

2
(cf. Section IV-A). The latter case, patches are extracted
following the edge extraction (cf. Section IV-B) with a 50%
non overlapping policy. The patches then have been fed to the
network as they are without performing any kind of processing
with exception of a linear normalization of the data between
0 and 1.

A. Deep Neural Network
Recently the availability of huge amounts of data and the

development of GPU computation has led computer scientists
to raise their interests in data-hungry learning techniques. One
of the most promising is certainly deep learning which has
achieved important results in many image related applications
(see Section I). The strength of such approaches is that the dis-
criminant features are learned automatically from data and the
image itself is often the only required input to the algorithm.
On the other hand a deep network requires a huge amount of
data to learn a model since the number of parameters to be
learned is also very large (e.g tens of thousands to millions).
Because of lack of such datasets for forensics applications
we adopt a patch based solution. Indeed, as we show in
Section IV, given a tampered image we can extract a variable
number of patches on the manipulation border (positive class),
while non-tampered patches (negative class) can be extracted
randomly from the rest of the images. This allows us to collect
a sufficiently large dataset for training a big-size network.

The proposed model is a VGG-like CNN architecture [16]
and it is summarized in Fig. 2. It takes as input a 40×40 fixed
size patches and it is composed by two Convolutional blocks
and two fully connected layers. Each convolutional block is
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Fig. 2. A draft of the proposed CNN architecture. Activations have been omitted for sake of clarity.

composed by two convolutional layers with ReLU activation
[9] followed by a pooling layer. All convolutional layers use a
kernel size of 3× 3 while pooling layer’s kernel size is 2× 2.
Between different blocks we use Dropout layers [26] in order
to address the problem of overfitting. A normalization has been
performed on the image before feeding it to the network so as
to bring the input numbers in a range between 0 and 1. The
overall number of parameters to be learned during the training
phase in the proposed network is 869,154.

The free parameters and the architecture of the network are
tailored on the task, considering the input size and the number
of available patches in the training set.

B. Weak Labeling Procedure

In order to describe the automatic segmentation-level pro-
cedure for region localization we firstly have to introduce the
dataset we used for the experiments.

1) CASIA dataset: In section III-A we mentioned the
importance of the dataset in deep learning applications, in
computer vision a considerable step forward has been done
after the release of ImageNet dataset [27] which contains
millions of images divided in a thousand of object related
classes. Unfortunately there is not any dataset for splicing
detection that is even close to those numbers. However, CASIA
TIDE v2.0 dataset [28] is composed by 7491 authentic and
5123 tampered images. The authentic pictures are taken from
the Corel dataset1 while tampered have been created using
Adobe Photoshop CS3 on a Windows XP machine. The
dataset includes images taken in different environments de-
picting different subjects in different situations. The tampering
operations are encoded in the name of the file itself and
include resizing, deforming, rotating or simply a copy and

1Available at this website: https://archive.ics.uci.edu/ml/datasets/Corel+
Image+Features

paste operation. The tampered region can be taken from the
same image or from a different one and it can vary in sizes
from image to image.

However, as reported in other works [29], [30] the dataset
suffers of several issues which may accidentally ease the
classification task for certain approaches. According to [30] the
main issues are related to the uniform processing performed by
the authors while saving the tampered images; this is inevitably
introducing certain artifacts which are not completely related
to the tampering itself but concerning other issues (e.g multiple
compression). Nevertheless, to the best of our knowledge
CASIA TIDE v2.0 is the biggest dataset collecting handcrafted
spliced images available so far.

2) Automatic Segmentation-Level Procedure: The region
localization task requires the tampering mask which is unfortu-
nately not provided by the authors. However, the combination
of authentic images used to compose the tampered image, has
been encoded into the name along with some basic information
about the generation process (i.e. size of the tampered region;
basic operation as rotation, cropping, deformation of the patch;
blurring of spliced contours, etc.). This allow us to propose a
fairly reliable method to produce such a mask, starting from
the encoded information. Let ID be the absolute value of
the image difference between the tampered (IT ) and the first
authentic image (Ii)(cf. Eq.(1)).

ID = ‖IT − Ib‖ (1)

The subscript b refers to the background image which is,
among the original images composing IT , the one who shares
the major overlapping similarity with it. ID is then binarized
for a threshold t = 20 (cf. Eq (2)). The value of t has been
decided in order to reduce the generation of ghosts leading to
best visual results).

2506



(a) (b)

(c) (d)

Fig. 3. An example of automatic ground truth extraction from the CASIA
dataset. In this figure (b) and (d) are the automatically generated ground truth
for tampered figures (a) and (b) respectively.

Ith =

{
1 if ID > t
0 otherwise

(2)

The resulting image still requires a further cleaning process
mainly for two reasons: firstly some images present spotted
noise given by the heuristic thresholding approach, in order
to overcome this problem we apply the closing morphological
filters. The second reason stems from the fact that some images
have irregular tampered regions. This problem is solved by
filling completely these areas (e.g. in Fig. 3 (c-d), the inner
part of the swan-boat has been completely filled even though
it belongs to the background image).

A small amount of images have been discarded (∼ 30)
because miss-referenced or the algorithm could not give a
satisfactory region approximation.

IV. RESULTS

In this section a detailed description of the experiments have
been drafted along with a brief discussion of the results.

A. Tampered Image Detection
In this first experiment we show how a deep neural network

performs in discriminating authentic and tampered images.
In order to carry out this evaluation the dataset has been
divided in training and test sets (95 and 5% respectively). This
operation is performed 10 times in order to evaluate the sig-
nificance of the results. Tampered patches have been extracted
from the borders of the tampered area (c.f. Section III-B)
while authentic patches are randomly sampled from authentic
images. As explained in Section III-A the deep network used
in this paper requires a fixed size input. The optimal size of the
patches is highly related to the architecture of the network, for
our configuration best results are achieved by a patch size of
40×40. The patches are exhaustively extracted from the image
with a stride of 20 pixels between each other. The pixel values
on the images are linearly normalized between 0 and 1. The
resulting number of trainable patches is quite high (1,642,766

TABLE I
COMPARISON OF THE PROPOSED METHOD AGAINST COMPETITORS ON

CASIA TIDE V2.0 DATASET.

Method Accuracy Precision Recall F-Score AUC
[30] (Best) 79.74 - 0.7243 - 0.87
[31] (Best) 96.8 - - - -
[32] (Best) 95.6 - - - -
[33] by [34] 90.1 - - - -

Proposed Ap-
proach

97.44 0.9616 0.9881 0.9747 0.9936

Original data

QF = 90

QF = 80

Fig. 4. A performance comparison between the experiments on the original
data and those executed on images compressed to different quality factor.

patches) which is beneficial for this type of approach. The net
is trained for 30 epochs using a batch size of 256 images.
During the testing phase, the patches are extracted using the
same methodology used for the training part while the final
decision is taken image-wise using a patch majority voting
policy.

Tab. I shows a comparison between our method and some
recently developed approaches, we can see that it outperforms
the competitors in this experiment. In Fig.4 the Receiver
Operating Curve (ROC) is displayed for sake of comparison
with other works in literature.

Considering the issues related to the used dataset, in Tab.
II we outline an experiment where all the images are re-saved
in jpeg format using different quality factor2. These results
show a considerable impact of the image compression on the
classification performances, where drop of about 30% in terms
of accuracy can be observed. This confirms the claims of [30]
about the dataset, it also shows that the learning process of
a deep network can easily drift from the expected task if the
training data is somehow biased. The network learns how to
solve the given problem focusing on the most discriminant
feature which is, in this case, the artifact introduced by the
tampering software leading to state of art performances.

B. Tampered Region Localization

In order to validate the good results reached in the tampered
image detection we propose a test that aims at localizing the

2We used the batch processing feature of Nomacs (www.nomacs.org) to
perform the generation of the compressed images.
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(a) (b)

(c) (d)

Fig. 5. An example of tampering region localization using our deep learning approach. Tampered tiles are red dyed in the top and top right images. In the
bottom images the weak labeled mask, the tiled best result and the predicted mask are respectively displayed.

TABLE II
COMPARISON OF THE PROPOSED METHOD ON CASIA TIDE V2.0

DATASET AFTER RE-SAVING THE IMAGES WITH DIFFERENT COMPRESSION
FACTOR.

Method Accuracy Precision Recall F-Score AUC
Original 97.44 0.9616 0.9881 0.9747 0.9936
QF = 90 68.11 0.7987 0.4842 0.6029 0.8503
QF = 80 69.29 0.7663 0.5551 0.6438 0.8355

tampered patches within an image. In order to do this, and
taking into account the two different processes that affected the
two classes (see section III-B1), in our test we only consider
the tampered images in the CASIA dataset. Doing this we
intend to prevent the neural network to learn those highly
discriminative compression artifacts which are unintentionally
introduced in the dataset.

The numerical results for this task are proposed on patch
basis. We consider a patch as tampered if it lies on the border

of the tampered region itself and not within it. Localizing a
patch on the border of a tampered object allows to roughly
segment the region. For this task we propose a variant that
focuses on object insertion. In order to tackle this task we
propose an approach where at first we extract the significant
edges from the image using the algorithm proposed by Dollar
et al. [35]. We use the extracted edges to cross-check each
patch and if an edge is present then it is considered valid and
it is used for training, nothing is done otherwise. The same
process is performed in test phase.

In Tab. III numerical results are shown; accuracy is ex-
pressed in terms of percentage of correctly classified patches
over the possible candidates. The border approach, as ex-
pected, has a smaller recall which means that sometimes some
forgeries are not producing any border (e.g. deletions), but on
the other hand the increasing of the precision is beneficial in
terms of overall accuracy. As we can see in Fig. 5 the proposed
method is not able to completely solve the problem, however
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TABLE III
RESULTS OF PATCH BASED TAMPERING LOCALIZATION.

Tampering Localization Accuracy Precision Recall F-Score
Proposed Method 89.04 0.4306 0.6712 0.5247
Proposed Method +
Borders Detection

91.61 0.5304 0.6006 0.5634

we observe some good results in different situations i.e. flat
images (a) as well as very detailed images (c). The results
are promising if we consider that the image is fed blindly to
the network without performing any type of preprocessing or
handcrafted theory-driven feature extraction.

V. CONCLUSION

In this work we proposed a patch based deep learning ap-
proach to detect tampered images. The results show that deep
learning approaches can learn discriminant features which are
invisible to human eye and beat competitor methods on CASIA
TIDE v2.0 dataset. However in this particular case the network
does not learn the structure of the pixels around the tampered
region but an uniform compression artifact which is spread
all over the image. For this reason the learned model can not
be generalized for any tampered image nevertheless it leads to
the best accuracy on this specific dataset. In the paper we then
focused on the harder task of the localization of such regions
in this highly biased dataset, proposing also a weak labeling
method to generate segmented regions from tampered images
out of a generic forged image given at most the background
original image. The results show that in this case the network,
which is forced to learn different features, is able to reach
promising results. In conclusion using a data-hungry learning
approach for tampering detection turns out to be a quite hard
undertaking when there is no direct control on the source of the
training data. As future work we intend to generate a dataset
comprised of raw images and including ground-truth labels for
tampered regions in order to validate the achieved results in a
controlled scenario.
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