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Abstract 

This paper proposes an object verification method 
by using sparse representation (SR) which has been 
applied for object representation and recognition. 
However, SR dictionary does not show sufficient 
compactness. Our method comprises three major 
modules. First, we train the sparse matrix by using 
boost K-Singular Value Decomposition (boost K-SVD) 
to obtain a sparse vector set. Second, we combine two 
training sparse vector sets of the same and different 
objects from two views to generate a positive/negative 
combined sparse vector set. Finally, a Support Vector 
Machine (SVM) classifier is applied for verification. 
Our contributions are (1) obtaining a sparser vector set 
using K-SVD, (2) demonstrating the SR matrix with 
better Restricted Isometry Property (RIP), and (3) 
applying the SR matrix to the object verification process 
with high accuracy. The experimental results prove that 
our method has higher accuracy than the other methods. 
Keywords — Boost K-SVD, K-SVD, Sparse 
Representation(SR), Object Verification 

1. Introduction 

Object verification has been an essential research 
topics for many computer vision applications such as 
video surveillance. There are two types of object 
verification: identification and similarity check. The 
first method [1~4] picks up an object from the testing 
set and finds the best match in the gallery set. The 
second method [5~8, 9, 10~17] classifies the object pair 
by a binary classifier even though the similar pairs are 
not in the gallery set. Similarity check can be applied to 
the similar object matching or tracking in different 
scenes.  

Feature selection is essential for similarity measure. 
Shafey et al. [10] convert an image to Gabor features 
by using Gabor filters and transform the Gabor features 
to the discrete cosine transform (DCT) domain. They 
model DCT coefficients by using generalized moments 

for face verification through source fusion. Arróspide et 
al. [18] apply the log–Gabor features for verifying the 
vehicles. Wang et al. [9] define the similarity distance 
measure of a local binary pattern (LBP) and apply weak 
AdaBoost classifiers to face verification. Guo et al. [19] 
extract the Gabor feature from a refined or warped face 
image for verification by using the support vector 
machine (SVM) or K-nearest neighbor classifiers. Ying 
et al. [5, 6] construct the input feature vectors for the 
SVM classifier based on the nonmetric distance. 

However, Gabor feature and the other features may 
contain the redundant components of the training 
objects. Therefore, Principal Component Analysis 
(PCA), Principal Component Regression (PCR) [16], 
and Sparse representation (SR) [20] are proposed to 
eliminate redundant components. SR is used to recover 
the training instance from the components called atoms 
of which their composition is represented by sparse 
vectors.  

The matching alignment of the input features from 
pairs for face verification in arbitrary views has been 
proposed[11, 13]. However, given the variations in the 
appearance of the vehicle across disparate observations, 
direct matching alignment may not be reliable for 
verification process. In [5, 6], they try to overcome the 
problem using the nonmetric edge-distance embedded 
vector with limited success. Here, we propose an object 
pair verification method by developing the Boost 
KSVD dictionary training based on the discriminative 
features from the training set. In the experiments, we 
show that our method generates more compact sparse 
matrix for SR which is applied for object verification 
with better results compared with the other methods. 

2. Pair-based Object Verification 

Our object verification method (as shown in Figure 
1) consists of boost K-SVD dictionary training and pair-
based on Radial Basis Function (RBF) SVM object 
verification. The dictionary for each view is learned 
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from boost K-SVD algorithm which shows better 
restricted isometry property (RIP) [21] compared with 
the original K-SVD. Boost K-SVD improves the RBF 
SVM method with better reconstruction accuracy by 
iteratively appending the atoms in the dictionary.  

 
Fig. 1.  The system framework of object verification 

In [9, 11~13], the object verification methods align 
the pair of input images by applying image warping. 
However, the vehicles show different appearance in 
various views so that we cannot warp the vehicle to the 
same view by the corresponding points. The size and 
illumination normalization are not realistic because 
they are totally different in two views. 

To resolve the above problems, we propose an object 
verification method without using object alignment and 
illumination normalization. The object verification is 
simplified as one-by-one similar/dissimilar object pair 
classification. To verify the same object in two different 
views, we define the likelihood of the object pair (i.e., 
object t and object o) as 

P(ݐ ↔ |݋ ଵܸ, ଶܸ) = ݁
൭

షቛೣ೟,ೇభషೣ೚,ೇభቛ
మ

഑
൱

∙ ݁
൭
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మ

഑
൱
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where ݔ୭ is the object vector , ࢚࢞ is the testing vector, 
and  is the variance in input. If ࢞௧ and ࢞୭ in different 
views Vଵ  and Vଶ  are enough close to each other, then 
object t and object o are the same object. We assume 
that the observations of the same object in two views 
are independent and the dimension of the observation 
vector is an independent variable. Here, we combine a 
pair of vectors into one vector and rewrite eq.(1) as 

P(ݐ ↔ |݋ ଵܸ, ଶܸ) = ݁
൭
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഑
൱
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் ൧
୘
 

indicate the same object pairs in two different views. 
The pair similarity between testing object t and 
observation o in two views V1 and V2 can be examined 
by applying eq.(2). However, exhaustive object pair 

searching requires considerably high computation cost 
in a large object set. Efficient object pair verification 
involves training the margin function constructed by 
using several limited similar and different pairs. 

For comparisons, we may try other transformation, 
such as nonmetric distance transform [5~7] and PCR 
[16]. These methods decrease the correlation among 
extracted features to generate a unique object 
representation. The nonmetric distance measure based 
on the canny edge of the object is used to compute the 
dissimilarity between two objects. Because the distance 
is not related to the object dis-similarity, the distance 
measure of the observation vectors of the object pairs 
has less curse of dimensionality. We add the norm 
penalty constraint to suppress the curse of 
dimensionality. In the experiments, we will show the 
verification results of using PCR as the version of L2 
norm penalty and Least Angle Regression (LARS) [22, 
23] as the version of L1 norm penalty. 

3. Dictionary Training using Boost K-SVD 

To generate the sparser dictionary, we propose Boost 
K-SVD to speed-up the process by appending a 
representative atom to the dictionary. Inspired from 
orthogonal match pursuit (OMP) [25] that fits the 
sample to the most related atom, we find the initial atom 
which is the most related to all the samples. The atom 
selection process finds one of the training samples as 
the initial atom based on the maximum summation of 
the correlation with the rest of samples. 

௡௘௪࢞ = argmax
୷ೕ

∑ หܡ)ݎݎ݋ܥ௝, ௜)หேܡ
௜ୀଵ ,            (3) 

add ࢞௡௘௪to dictionary X as X=[X, ࢞௡௘௪], Y=[࢟ଵ, ,ଵ࢟ … ,  [ே࢟
is the training sample set, and X=[x] is the dictionary 
with an initial atom x obtained with maximal 
correlation with all the training samples. If the initial 
௡௘௪ݔ  is the principle atom with the maximum absolute 
correlation to all training samples, then the iteration of 
K-SVD can converge to the principle atom faster. 

However, the initial selection do the exhaustive 
searching to find the sample which is the closest to the 
principle atom. To reduce the computation, we adapt 
particle filtering algorithm on the initial atom selection. 
We assume the training set is variable ܛ  and the 
observation feature projection on each object sample is 
variable z, and the distribution of the observation 
density is (࢙|ࢠ)ܲ   . The observation expectation is 
obtained as Eሾ݂(࢙)ሿ  from the input samples 
corresponding to the selected particles with the 
weighting observation density. Here, we ignore the 
state transition. The kth weight (࢑)ࢃ  on the each 
selected sample is defined as 
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(࢑)ࢃ = (૚ି࢑)ࢃ ×  (4)                  ,(௞࢙|௞ࢠ)ܲ

where (࢑)ࢃ=[ݓଵ,…ݓே], k is the number of iteration. So,
 we can compute the expectation Eሾ݂(࢙)ሿ as 

Eሾ݂(࢙)ሿ = Eሾܡሿ = ∑ ௣ݓ × ௣࢟
ே
௣ୀଵ   (5) 

where N is the number of particles, and ݂൫࢙௣൯ =  ୮࢟
represents the pth particle sample. 

The K-SVD [20, 26] algorithm is applied by using 
generalized K-means clustering method to train the 
sparse dictionary. K-SVD algorithm avoids the data 
overfitting and its performance depends on the initial 
atom selection. However, K-SVD does not involve the 
selection of initial atoms. Boost K-SVD dictionary 
consists of atoms which are sparser and more effective 
for object representation. Atom finding for the 
dictionary is constructed by minimizing the objective 
function J defined as  

ܬ = min ∑ ଵ

ଶ
ห࢟୧ − ∑ ୨઺୨୧࢞

୏
୨ୀଵ ห

ଶ୒
୧ୀଵ + ∑ ઺୨୧|ଵ|ߣ

୏
୨ୀଵ    (6) 

where N is the size of the training set, K is the size of 
the dictionary, yi is the ith input sample, ࢐࢞ is the jth 
atom of the dictionary, ઺୨୧ is the vector decomposed from 

atom ࢞୨ for input ݕ୧ defined in eq. (8), and λ is the penalty 
term. To maximize J, we do the partial differential of J 

w.r.t to ࢞୨  and ઺୨୧  (i.e.,  ப௃

ப࢐࢞
= 0  and 

ப௃

ப઺ౠ౟
= 0  ) . To 

maximize J and find atom ࢞௝ , we need to solve the 
following equations 

Y୘ݔ୨ = ∑ ઺୨୧
ଶ୒

୧ୀଵ x୨ , 

                   x୨
୘൫y୧ − x୨઺୨୧൯ =λsign(઺୨୧)                    (7) 

The K-SVD dictionary is constructed by using eq.(7). 
The projection on atom ࢞୨  must be larger than the 
Lagrange multiplier λ. Here, we modify the K-SVD 
process by re-training the ࢞୨ component and removing 

the other components. Therefore, we modify eq.(7) in 
the iteration form as 

୨(t࢞ + 1) =
ଵ

∑ ઺ౠ౟
మొ

౟సభ
∑ ൫y୧ − ∑ x୩(t)઺୩୧

୏
୩ୀଵ,୩ஷ୨ ൯୒

୧ୀଵ ∙ ઺୨୧   (8) 

subject to ઺୨୧ =

              ൜
࢐࢞

୘(t)࢟୧ − λsign൫઺୨୧൯, ห࢞୨
୘(ݐ)࢟୧ห − λ > 0

0, otherwise 
       

Eq.(8) does not provide a closed form solution so 
that the atoms must be evaluated by using linear 
programing with the pre-selected initials. The online 
dictionary learning [27] selects several random training 
samples as the initials, but some initials may be trapped 
in the local minima. To ensure that the initial is 
sufficiently close to the global minima, we randomly 
select a sample that has large correlation with the other 
samples as the initial selected atom. In Boost K-SVD, 
to keep the atoms being nearly mutual orthogonal, we 
remove some atoms from the selected atom set, i.e., 
݊)܈ + 1) = (n)܈ − ઺܆ , where ܈(n + 1)  is the newly 
generated atom set at n+1 iteration, ܈(n) is the previous atom 
set. Then, we select a new initial atom from the updated 
training set and perform dictionary training again. 
Repeating the above process to generate the atoms 
shows more effective representation property and less 
reconstruction error. 

The dictionary shows more effective reconstruction 
capabilities with less unrelated noise. Boost K-SVD is 
more effective for reconstruction than the original K-
SVD. As shown in Fig. 2, the original K-SVD 
reconstructs the input by using the holistic vehicle 
dictionary. More details are reconstructed for larger 
dictionary, however, the reconstruction may contain the 
outlier information such as background. The K-SVD 
algorithm provides a set of atoms to fit the inputs. 
However, it does not ensure that each atom is 
sufficiently close to the training set. 

 
Fig. 2. The reconstruction of original K-SVD [26,27] 

Comparing with K-SVD, we use the reconstruction 
results to show that all atoms generated by our boost K-
SVD have better fitting to all dataset, and the 
reconstruction results have less shape distortion and 
less background information. With major components 
learning, our boost K-SVD generates better 
reconstruction results than original K-SVD as shown in 
Fig. 3. 

 
Fig. 3. FThe reconstruction of our atom initializing K-SVD 

Particle Initial Searching: 
Initial: 
 Set  ܲ(ࢠ௞|࢙௞) as an uniform distribution 
For t = 1 to T 
Observation measurement 
 Select the particle according to the initial ܲ(ࢠ௞|࢙௞)  
 For each particle weight ߱௣ = |઺|ଵ, ઺ = ܇  ×  ௣, Y is࢟

the training set, and ࢟௣ is a selected sample. 
 Calculate the observation atom  Eሾ݂(࢙)ሿ = Eሾܡሿ =

∑ ߱௣ × ௣࢟
௉
௣ୀଵ  

Importance Updating 
 Let હ = ܇  ×  Eሾ݂(࢙)ሿ 
 updating  ܲ(ࢠ௞|࢙௞ = (௜࢟ =

હ࢏

|હ|భ
, ݅ = 1, … , ܰ, where N 

is the number of training samples 
 The final initial atom  ࢝ࢋ࢔࢞ =

argmax
೔࢟

௜࢟)ݎݎ݋ܥ| , Eሾ݂(࢙)ሿ)| 

End For 
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 4. Experiments 

Here, we evaluate the effectiveness of our boost K-
SVD for object pair verification applied to different 
databases. To prove our boost K-SVD dictionary 
having more accurate representation for the clustering 
data, we construct the side/frontal view dictionaries 
using FERET [28], MUCT [29], and vehicle pairs in 
Tsing Hua University (VPTHU) database. The VPTHU 
database contains on-campus and on-street vehicle 
datasets. Forty-two vehicle pairs are captured in a 2-
hour long video of the 20 meter long road in the campus, 
and 500 vehicle pairs are captured in the 8-hour long 
video of the 1.5 km long city street. Finally, we compare 
the performance of our method with the other methods 
for the face and vehicle databases.  

4.1 Improvement of Boost K-SVD 
Boost K-SVD generates larger sparse components 

than K-SVD which can be proved by the experiment 
applied to VPTHU on-campus database. It generates 
similar results using the VPTHU on-street dataset. In 
vehicle verification experiment, we pick 250 positive 
pairs and random 750 negative pairs as the training 
samples, and the rest of the positive pairs and other 750 
random negative pairs as the testing samples. The 
sparsity comparison between Boost K-SVD and K-
SVD is shown in Fig. 4. Boost K-SVD offers the sparser 
vectors than K-SVD constrained by minimizing L1-
norm. It also shows that our SR-based boost K-SVD  is 
suitable for vehicle verification. 

 

 

Fig. 4. Accuracy and sparsity between K-SVD and Boost K-SVD. 

4.2 Restricted Isometry Property (RIP) 
Comparison 
Restricted isometry property (RIP) illustrates one-

to-one mapping relationship between input and output. 
If the columns transform matrix are independent, the 
RIP inequality is shown as 

1 − δ ൑
‖௑ఉ‖మ

‖ఉ‖మ ൑ 1 + , ߜ 0 ൑ δ ൏ 1  (8) 

where  is the correlation between the atoms. If the 
transform has the smaller parameter δ, the columns of 
transform matrix are closer to orthogonal so that less 
noise may be projected on each basis. 

 

 
Fig. 5. The RIP δ between Boost K-SVD(red) and K-SVD(blue). 

Fig. 5 shows that our boost K-SVD algorithm 
generates smaller δ for the dictionaries. Our updating 

Boost K-SVD Algorithm: 
Initial: 
 Dictionary size K = 1, training set ࢅ = ሾ࢟ଵ, ,ଶ࢟ … ,  ே ሿ࢟
 Initialize atoms pool Z=Y 
Dictionary training iteration: 
For m = 1 to M 
 Select ࢞௡௘௪ by particle initial searching and X=[ X, 

 [௡௘௪࢞
Single atom training: 
For t = 1 to T 
 Use any L1-solver method[22-24] to solve the sparse 

vectors β for all samples  
 Update the atom by using (7) 
 Normalize ݔ௝(ݐ + ݐ)௝ݔ=(1 + ݐ)௝ݔ)݉ݎ݋݊/(1 + 1)) 
 Ifหݔ௝(ݐ + 1) − ห(ݐ)௝ݔ >  retain single atom training ,ߝ
End for 
 Remove the dictionary component from the training 

set ܈(n + 1) = (n)܈ −  ઺܆
 Stop dictionary training until ࢟| − ઺|ிࢄ

ଶ ൑ ߳  or M 
times iterations are reached  
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process, i.e., ܈(n + 1) = (n)܈ −  ઺, makes each trained܆
atom near orthogonal with each other. These results 
show that the accuracy of our method is higher and 
more stable than others. It shows that our algorithm 
generates more discriminative features for object 
verification. 

4.3 Performance Comparisons 
Performance comparisons consists of three parts. (1) 

The calibration effect for face and vehicle verification 
with different feature transform, (2) the results of 
vehicle verification with nonmetric distance embedded 
feature, and (3) the accuracy of face verification from 
various views. Based on the experiments, we can 
demonstrate the effectiveness of our method applied to 
object verification. 

For face verification, we compare our boost K-SVD 
method with several methods such as reconstruction 
based metric learning (RML)[13], large margin nearest 
neighbor (LMNN)[17] and principle component 
regression (PCR)[16], and K-SVD. Then we test RML 
and LMNN by using the dense SIFT features and PCR, 
K-SVD, boost K-SVD by using the centered vector 
from the image with calibration[30] and without 
calibration on the part of MCUT dataset of 375 positive 
pairs and 1050 negative pairs. In Table I, the calibrated 
face pairs slightly improve the accuracy of face 
verification and our boost K-SVD feature shows better 
results than the others. 

TABLE I.  THE COMPARISON OF THE FACE VERIFICATION WITH 
AND WITHOUT CALIBRATION. 

Face verification Calibration Non-Calibration 

Boost K-SVD 95.82% 94.53% 
K-SVD 95.07% 93.88% 

PCR 93.61% 90.55% 
RML 91.2% 87.4% 

LMNN 87.3% 84.2% 

Table II shows the results of PCR, K-SVD, boost K-
SVD features transformed from the VPTHU on-street 
vehicles. In contrasts of Table I, vehicle calibration by 
recovering the side view of the vehicle to the frontal 
view is difficult. Therefore, LMNN and RML are not 
applied for vehicle verification. 

TABLE II.  THE COMPARISON OF THE VEHICLE VERIFICATION WITH 
AND WITHOUT CALIBRATION 

Vehicle verification Calibration Non-Calibration 
Boost K-SVD 87.1% 89.3% 

K-SVD 84.2% 88.2% 
PCR 85% 87.2% 

Besides PCR, K-SVD, boost K-SVD, nonmetric 
distance[5] is another type of feature applied for vehicle 
verification. We compare our boost K-SVD and 
nonmetric distance with the training samples in 

VPTHU on-campus dataset consisting of 42 positive 
pairs and 360 negative pairs. Table III shows that our 
boost K-SVD feature generates better accuracy than 
nonmetric distance under the same representative 
components. 

TABLE III.  THE ACCURACY OF BOOST K-SVD AND NONMETRIC 

DISTANCE 
Accuracy 

4 atoms in each 
dictionary 

6 atoms in each 
dictionary 

8 atoms in each 
dictionary 

93.15% 93.6% 94.55% 
4 embedded pairs 6 embedded pairs 8 embedded pairs 

91% 93% 94% 

Fig. 6. shows Boost K-SVD has highest accuracy 
and is the most stable when the number of atoms 
increases. The original K-SVD and PCR show 
acceptable results but less stable than boost K-SVD. 
Apparently, nonmetric distance is not an efficient 
feature for VPTHU on-street dataset. It shows that the 
embedded pairs cannot describe the data sufficiently 
because the nonmetric distance is not suitable for 
VPTHU on-street dataset. 

 

Fig. 6. The accuracy of Boost K-SVD, KSVD, PCR and nonmetric 
distance 

Next, we do the verification experiment of different 
facial views. We consider two type of dataset to test 
boost K-SVD. In FERET [28], we pick 4 types of pair 
views such as frontal to half right, half left, right profile 
and left profile. The faces in FERET has less common 
facial features than the faces in MUCT[29]. MUCT 
consists of 4 types of pair views, frontal to 30 degree 
right, half right, upward and downward. There are three 
types of illumination for each face in MUCT. Those 
results are listed in Table IV. In FERET results, the 
accuracy is related to the overlapped facial area shared 
between the faces in the frontal and another angle of 
views In MUCT results, our boost K-SVD feature can 
be insensitive to illumination changes. 

 

TABLE IV.  THE ACCURACY AMONG THE DIFFERENT PAIR VIEWS 

ON FERET AND MUCT 

503



FERET Face Verification 
 Half 

Right 
Half 
Left 

Right 
Profile 

Left Profile 

Accuracy 86.06% 85.12% 81.38% 80.77% 
MCUT Face Verification 

 30∘right Half 
Right 

Upward Downward 

Accuracy 96.27% 95.83% 95.14% 95.22% 

 

5. Conclusion 

We develop a verification method to differentiate the 
same object pairs and the different object pairs. We 
modify K-SVD by proposing the boost K-SVD. It not 
only improves the dictionary representation but also 
generates better accuracy and stable verification 
outcome. 
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