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Abstract—Fingerprint classification is an effective technique
for reducing the candidate numbers of fingerprints in the
stage of matching in automatic fingerprint identification system
(AFIS). In recent years, deep learning is an emerging technology
which has achieved great success in many fields, such as image
processing, computer vision. In this paper, we have a preliminary
attempt on the traditional fingerprint classification problem
based on the new depth neural network method. For the four-
class problem, only choosing orientation field as the classification
feature, we achieve 91.4% accuracy using the stacked sparse
autoencoders (SAE) with three hidden layers in the NIST-DB4
database. And then two classification probabilities are used for
fuzzy classification which can effectively enhance the accuracy of
classification. By only adjusting the probability threshold, we get
the accuracy of classification is 96.1% (setting threshold is 0.85),
97.2% (setting threshold is 0.90) and 98.0% (setting threshold is
0.95) with a single layer SAE. Applying the fuzzy method, we
obtain higher accuracy.

I. INTRODUCTION

With the maturing of fingerprint identification technology
and the expanding of fingerprint database, the accuracy and
speed of fingerprint identification are required higher and
higher. Fingerprint classification plays an important role in
automatic fingerprint identification system (AFIS). According
to Henry [1], the fingerprint is divided into five categories: the
left loop, right loop, arch, tented arch and the whorl.

The classification tasks usually include two main stages:
feature extraction and classification. In the past decades, many
fingerprint classification algorithms have been proposed, in-
corporating different machine learning methods [2]. However,
singular points’ information is usually considered for many
methods and it directly affects the final classification results.
The error information of singular points often leads to the
failure of classification. How to not utilize the singular points
directly still can obtain a desirable classification result? Most
recently, deep learning has achieved great success in other
computer vision tasks. Through this kind of layered structure
which has greater representational power, much more complex
features can be obtained. Hinton [3] used the restricted Boltz-
mann machines (RBMS) to learn low-dimensional codes that
work much better than PCA. Similarly, Pascal Vincent et al. [4]
proposed the stacked denoising autoencoders model and used
it for handwritten recognition. Nowadays, these deep learning

methods [5] have been applied on a broader scale, such as
visual tasks [6], natural language processing [7], and artificial
intelligence [8]. Meanwhile, deep learning methods have also
begun to play a role in some traditional fingerprint recognition
problems, such as minutiae extraction [9], orientation field
estimation [10].

In this paper, we adopt a deep network structure, the stacked
sparse autoencoder (SAE) neural network (containing three
hidden layer) [11], to learn a low-dimensional representation
(i.e. features) of the input data, then the features obtained by
SAE via a trained multi-classifier for fingerprint classification.
In order to further improve the accuracy of the classification,
a simple and effective fuzzy classification method is proposed.
Section II gives a brief introduction about the SAE. And
in section III, we introduce the softmax regression. Section
IV presents experimental results for classification and fuzzy
classification. Section V gives the conclusion for the paper.

II. UNSUPERVISED FEATURE SELF-TAUGHT LEARNING

Learning algorithm based on deep structure has been applied
on a broader scale, especially in computer vision and image
processing. At the same time, the related theory of deep
learning has also been developed and updated. The sparse
auto-encoder (sparse-AE) is one approach to automatically
learn features from unlabeled data.

A standard sparse-AE is a 3-layer neural network compris-
ing an input, hidden and output layer. It sets the target values
to be equal to the inputs in network terminal. For the input
training samples {xi}m1 , the cost function is as follows:

L(W,W ′, b, b′) = min
W,W ′,b,b

∑
i

||xi − f(W ′hi + b′)||22

+λ(||W ||2F + ||W ′||2F ) + βsparse(.) (1)

Where hi = f(Wxi + b) represents the output of the
network’s hidden layer, f(.) is a group of non-linear mapping
functions with parameters (W,W ′) and (b, b′). The sparsity
constraint sparse(.) is employed in order to reduce the
dimension and extract the more meaningful elements of the
input data. sparse(.) usually chooses the Kullback-Leibler
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Fig. 1. a simplified structure chart of SAE with three layers.

(KL) divergence between the average activation of hidden unit
and our desired level of sparsity.

KL(ρ||ρ̂j) = ρ log
ρ

ρ̂j
+ (1− ρ log 1− ρ

1− ρ̂j
). (2)

where ρ is a sparsity parameter, typically a small value close
to zero, ρ̂j denotes the average activation of hidden unit j.

The SAE model is a neural network consisting of multiple
layers of sparse auto-encoders in which the outputs of each
layer is wired to the inputs of the successive layer (Figure.1).
The basic unit of the SAE is the sparse-AE model.

The SAE can effectively learn a low-dimensional represen-
tation of the input data. The parameters of stacked structure
are learned using greedy layer-wise training. Namely, use the
output of each layer as input for the subsequent layer. At
the same time, parameters can be optimized by a fine tuning
strategy which treats all layers as a single model using the back
propagation (BP) algorithm. So in one iteration, the parameters
can be improved [11].

For fingerprint classification, a relatively small number
of features extracted from fingerprint images. In particular,
almost all the methods are based on one or more of the
following features: ridge line flow, orientation image, singular
points, and Gabor filter responses. Here, we only choose the
orientation field as our classification feature and no additional
processing is done for the original orientation field. There are
some reasons for choosing input feature: the first one is that
the orientation field belongs to global feature of a fingerprint,
which can effectively express the ridge flow pattern and the
ridge type. Secondly, due to the effect of detecting the number
and the location of singular points, the classification result
is quite sensitive, such as wrong in detecting the number
of singular points would lead to misclassification. Thirdly,
the Gabor filter responses are usually employed as a coding
technique of center point by FingerCode-based method [12].
In conclusion, only the orientation information is chosen as
the input feature for learning.

A. Computing the orientation field

Computing the orientation field is a crucial step for con-
structing an AFIS. In this paper, Rao’s method [13] is exploited
for computing the initial orientation field. The main steps are
as following:

a) Divide image G into blocks of size w × w, we choose
w = 20 in our algorithm.

b) Compute the gradients Gx(i, j) and Gy(i, j) at each pixel
(i, j).

c) Estimate the local orientation of each block centered at
pixel using the following equations:

[GBx, GBy]
T
(i,j) = [

w∑
i=1

w∑
j=1

GSx(i, j),

w∑
i=1

w∑
j=1

GSy(i, j)]
T ,

(3)

θij =
1

2
π +

1

2
tan−1(

GBy
GBx

), (4)

where(
GSx(i, j)
GSy(i, j)

)
=

(
Gx(i, j)

2 −Gy(i, j)2
2Gx(i, j)

2Gy(i, j)
2

)
. (5)

d) Adopt a local gaussian filter for smoothing.
In the stage of learning and testing, the orientation field θ

are mapped into a continuous vector field (sin 2θ, cos 2θ)T in
order to solve the ambiguity of θ and θ + π.

B. Showing study results

According to the hypothesis of the SAE, learning process
aims to learn an approximation identity function, so as to the
output that is similar to the input. So the obtained features
through SAE as a low-dimensional representation of the input
data can effectively reconstruct the input orientation field.
From Figure.2 to Figure.3 exhibit some reconstructed results.

III. MULTI-CLASSIFIER

Fingerprint classification is a multi-class classification prob-
lem, the feature obtained by unsupervised learning and their
labels (i.e. the type of fingerprints) are selected as the new
input data to train a multi-classifier by supervised method. In
this paper, the softmax regression model [14] is employed.

Softmax regression model can be regarded as a generalized
linear model which is generated from a multinomial distri-
bution. Consider a classification problem in which the class
label y can take on any one of k values, so y ∈ {1, ..., k}.
Given a test input x, we estimate the probability p(y = j|x)
that for each class j. Therefore, the model can be express as
following:

hθ(x) =


p(y = 1|x; θ)
p(y = 2|x; θ)

...
p(y = k|x; θ)

 =
1∑k

j=1 e
θTk x


eθ

T
1 x

eθ
T
2 x

...
eθ

T
k x

 . (6)

Where θi ∈ Rn+1 are the parameters of our model. Now,
given a training set {(x(1), y(1)), (x(2), y(2)), ..., (x(m), y(m))}
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(a) (b) (c)

Fig. 2. The study results: (a) left loop, (b) is the input orientation field, (c) is the reconstructed orientation field by SAE.

(a) (b) (c)

Fig. 3. The study results: (a) whorl, (b) is the input orientation field, (c) is the reconstructed orientation field by SAE.

of m labeled examples, the model parameters θ are trained to
minimize the following cost function:

L(θ) = − 1

m

m∑
i=1

k∑
j=1

I{y(i) = j} log eθ
T
j x

(i)∑k
l=1 e

θTl x
(i)

+
λ

2

k∑
i=1

n∑
j=0

θ2ij . (7)

Where I(.) is the indicator function, so that I(true) = 1,
and I(false) = 0. The second term is a regularization term,
λ > 0.

Through the previous introduction, now a new test finger-
print can be classified by extracting feature and selecting the
trained multi-classifier.

IV. EXPERIMENTAL RESULTS

The proposed fingerprint classification algorithm was tested
on the NIST-DB4 database. The target class is four classes:

arch (A), left loop (L), right loop (R) and whorl (W).

A. Database
NIST-DB4 database is used for testing classification accura-

cy by most of algorithms, which consists of 4000 fingerprint
images (image size is 512 × 512) and the fingerprints have
been manually labeled (A/L/R/TA/W). In our algorithm, half
of them are chosen as the training set which is used for training
the parameters of the SAE and softmax regression model, the
other half as the testing set. The two parts have no cross.

B. Experimental design
Firstly, the fingerprint is divided into 20× 20 blocks. Then

the orientation of each block is computed, which obtains
25 × 25 direction values. Finally, convert them to the vector
form. The dimension of input data is 1250. The sigmoid
function is adopted as the network’s activation function in that
we normalize the input vector to [0, 1].

In our paper, we don’t have any pretreatment work before
extracting the orientation field. We think the deep learning is
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Fig. 4. Two examples of poor quality fingerprint and ambiguous fingerprint.

robust to fingerprints rotation, translation and some distortion
and we hope that the human intervention as little as possible.

We first test the SAE with a single hidden layer contain-
ing 600 (400, 200 as control group) nodes. The result of
classification is 90.35% (90.2%,89.7%) and the more results
with different number of nodes are shown in Figure.5. The
confusion matrix is described in Table I, Table II and Table
III.

TABLE I
THE RESULT USING ONE HIDDEN LAYER WITH 200 NODES

True class 89.7% Assigned class
A L R W

A 768 19 12 1
L 63 321 0 16
R 55 0 335 10
W 7 10 13 370

TABLE II
THE RESULT USING ONE HIDDEN LAYER WITH 400 NODES

True class 90.2% Assigned class
A L R W

A 751 28 18 3
L 52 338 0 10
R 42 1 345 12
W 5 13 12 370

As can be seen from Figure.5, the changes of accuracy
get smaller with increasing the number of nodes when other
parameters of model unchanged. Considering the error of

TABLE III
THE RESULT USING ONE HIDDEN LAYER WITH 600 NODES

True class 90.35% Assigned class
A L R W

A 767 21 11 1
L 52 336 1 11
R 57 0 335 7
W 6 9 16 369

Fig. 5. Relation graph of number of nodes and accuracy in autoencoder with
one hidden layer.

classification since the numerical calculation, we set the first
hidden layer with 400 nodes in the next experiments.

Then adding the number of hidden layers (two hidden
layers with the nodes 400-100 in our system), the accuracy
of classification is improved to 90.9%. The confusion matrix
is shown in Table IV.

TABLE IV
THE RESULT USING TWO HIDDEN LAYERS WITH 400-100 NODES

True class 90.9% Assigned class
A L R W

A 767 17 16 0
L 49 336 2 13
R 54 1 338 7
W 7 8 8 377

At last, three hidden layers with the nodes 400-100-50 is
employed and the accuracy of classification is improved to
about 91.4%. Table V shows the confusion matrix. From these
results, multi-layer structure (with fine tuning) has stronger
learning power using the same data set.
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TABLE V
THE RESULT USING THREE HIDDEN LAYERS WITH 400-100-50 NODES

True class 91.4% Assigned class
A L R W

A 770 18 11 1
L 49 342 0 9
R 47 0 345 8
W 5 10 16 369

C. Enhance classification accuracy

1) Reject option: In order to improve the accuracy of
classification, the approach of establishing the ”unknown”
class is desirable, because there are many fingerprint images
with poor quality in the database. These fingerprints often lead
to the classification error. So putting these fingerprint images
with poor quality into the unknown class is a feasible solu-
tion. Obviously, with the increasing numbers of fingerprints
divided into unknown class, the accuracy of algorithm will
significantly increase. For example, in Table VI, the result of
[18] is 93.1% when about 1.8% fingerprints are rejected.

TABLE VI
THE PERFORMANCE OF CLASSIFICATION ALGORITHMS

Method Test set 4 classes rejection rate
Candela et al. [15] second half 88.6% 0%

Karu et al. [16] whole DB 91.1% 0%
Jain et al. [17] whole DB 91.2% 0%
Yao et al. [18] second half 93.1% 1.8%

Zhang et al. [19] whole DB 95.3% 11.8%
Liu et al. [20] whole DB 92.1% -

ours second half 91.4% 0%

2) Fuzzy classification: In practice, however, people always
want to improve the accuracy of classification as far as possible
without rising more costs. Fuzzy classification is an effective
way to improve the classification accuracy.

Fingerprints with poor quality or ridge structure itself hav-
ing characteristics of two different types such as Figure.4,
which could easily cause a wrong classification for an AFIS,
even for human experts. For instance, NIST-DB4 contains
350 ambiguous fingerprint pairs (about 17%) [21] which are
marked by experts.

Fortunately, our classification results are outputted in prob-
ability form. Namely, for each fingerprint, its output includes
four probability value corresponding to four categories. For
simplicity, the four probability value p1, p2, p3, p4 are output
in descending order. It is likely that p1 does not point to the
correct category, especially for the samples which have a small
p1 value. So in our fuzzy method, given a constant threshold,
if the maximum probability value of fingerprint is smaller than
the threshold, the fingerprint would be assigned to its second
class at the same time. Take the single hidden layer network
with 600 nodes (90.35%) for example, the result is given in
Table VII.

Note: through the classification algorithm, every fingerprint
has a class label, but in our fuzzy method, there are some

TABLE VII
THE RESULT OF FUZZY CLASSIFICATION UNDER DIFFERENT THRESHOLD

VALUE

threshold δ num1 num2 acc
0.60 145 2145 93.1%
0.70 277 2277 94.3%
0.75 347 2347 94.9%
0.80 464 2464 95.5%
0.85 616 2616 96.1%
0.90 806 2806 97.2%
0.95 1801 3081 98.0%
1.00 2000 4000 99.0%

fingerprints have two class labels. In Table VII, given the
threshold δ, num1 indicates the number of fingerprints satis-
fying p1 < δ; num2 is the total number of labeled fingerprints
(the fingerprints with two labels are calculated two times); acc
is the accuracy of the classification under the given threshold
δ.

V. CONCLUSION

In this paper, we try to use a novel model, the depth neural
network, for traditional fingerprint classification problem. By
the unsupervised feature self-taught learning, a good low-
dimensional representation of the input data is obtained. In
order to further improve the accuracy of classification, the
softmax regression is adopted for fuzzy classification.

The fuzzy method is very useful in practice. In real life,
people always make all possible judgments about uncertain
events. Based on this consideration, a secondary class is
provided for each ”suspicious” fingerprints. The experiments
show that our algorithm can get about 99% accuracy when we
consider the secondary class for each fingerprint.

Although a better result can be acquired by applying fuzzy
method, some samples still can not be classified in to the right
type. There are two main reasons. The first one is that the
single feature has weak robustness for fingerprints with poor
quality. The second one is that the ridge structure of some
samples with a strong similarity to another type, the classifier
can not recognize the right type or give it a high score.

In the future, multiple features and classifiers, like [22],
can be considered for classification task, and in view of the
learning ability of deep learning, the classification approach
based on original images is also our next research focus, like
[23].
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