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Abstract—Developing a unified text detection and recognition 

method is hard for different video types due to varying 

characteristics in video. This paper proposes a new method for 

categorizing different types of video text frames, namely, videos 

containing advertisement, signboard, license plate, front page of 

book or magazine, street view, and video of general items, for 

better text detection and recognition rate. We propose symmetry 

features using gradient vector flow for Canny and Sobel edge 

images of each input frame to identify candidate edge components. 

Then for a candidate edge component image, we extract both 

global and local features using colors from different channels in a 

new way. Besides, the proposed method extracts statistical and 

structural features from the spatial distribution of candidate pixels 

in a multi-scale environment. Lastly, the extracted features are fed 

to a logistic classifier for categorization. The features extracted 

locally and globally are tested both separately and altogether in 

terms of confusion matrix. The performance of the proposed 

categorization method is evaluated through several text detection 

and recognition experiments before and after categorization. We 

noted that the proposed categorization method is very useful in 

improving text detection and recognition performance.  

Keywords—Multi-scale global features, Multi-scale local features, 

Scene text Detection,  Scene text recognition, Video scene text frame 

categorization. 

I.  INTRODUCTION  

Text detection and recognition in video and natural scene 
images is a popular research topic currently in the field of video 
document image analysis because day by day the number of real 
time applications (e.g., creating smart digital cities by iTown, 
assisting tourists to identify interesting spots, safe driving, 
license plate tracking and recognition, various surveillance 
applications [1], etc) on text detection and recognition is 
increasing exponentially. As a result, a large database collection 
includes a variety of text frames from video as well as natural 
scene images. Video contains two types of texts, namely, 
graphics text and scene text [2, 3]. The methods which focus on 
graphics texts are generally developed for the purpose of 
indexing and retrieval. On the other hand, the methods which 
focus on scene texts are developed for the purpose of real time 
applications as mentioned above. When we compare graphics 
text based applications with scene text based ones, we find that 
achieving a good text detection and recognition accuracy for 

scene text databases is not as easy as graphics text detection and 
recognition because scene text suffers from background 
complexity, low resolution, contrast variations, font, font size 
variation, color bleeding and different orientations in contrast to 
graphics text [2, 3]. Therefore, achieving a good accuracy for 
scene text in video and natural scene images is challenging.  

There are a plenty of methods proposed in the past years for 
detecting and recognizing scene texts in video and natural scene 
images [4-10]. However, when we apply the same method on 
different scene text datasets, the methods give inconsistent 
results. In other words, there is no universal or unified method 
which can give good accuracies for different databases because 
each dataset has its own complexity and characteristics. For 
instance, Zhang and Kasturi [6] proposed a method for text 
detection in video and natural scene images, which gives f-
measure as 0.67 for the ICDAR 2003/2005 dataset, while for the 
Microsoft street view dataset, the same method gives f-measure 
as 0.44.  Phan et al. [7] proposed a method for text detection in 
natural scene images, which gives f-measure as 0.66 for ICDAR 
2003 data but for Microsoft street view dataset, it gives f-
measure as 0.48. Kang et al. [8] proposed a method for robust 
text line detection in natural scene images, which gives f-
measure as 0.66 for MSRA-TD500 database while for OSTD 
dataset, it gives f-measure as 0.76. Thus there is a big difference 
in f-measures for different datasets. In the same way, Mishra et 
al. [9] proposed a method for scene text recognition in natural 
scene images, which gives recognition rate 81.7% for ICDAR 
2003 data and for Street View Data (SVT), it gives 73.2%. Phan 
et al. [10] proposed a method for recognizing perspective text in 
natural scene images, which gives 82.2% recognition rate for 
ICDAR 2003 data and 73.7% recognition rate for SVT data.  

From the above discussions one can notice that there is a 
substantial margin in the accuracies for different datasets 
especially for text detection, and the gap sometimes almost 
reaches 20%. As the results depend on datasets, there is an 
urgent need for categorization of different video texts 
automatically before choosing appropriate text detection and 
recognition methods to achieve better results. The concept is in 
line with multi-script recognition, which identifies scripts before 
choosing an appropriate OCR engine to recognize texts of 
different scripts [11]. This is because developing a universal 
OCR for multiple scripts is difficult and it is not always 
advisable. In this work, we choose six classes, namely, 
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Advertisement, Sign board, License plate, Book, Street view and 
Items (includes text on bottles, cards, computers and so on). The 
main reason to choose these six classes is that they pose different 
complexities and are used extensively for the above mentioned 
real time applications, particularly constructing smart and digital 
cities. For example, we can expect multiple color texts with 
fancy fonts for Advertisement video, distortions due to uneven 
illumination, vehicle movements for License plate videos, 
multiple fonts and colors for Book video, complex background 
due to greenery, sky and buildings for Street View video, and 
small fonts text on curved surfaces for video of General Items. 
This complex nature of different videos requires categorization 
before choosing proper text detection and recognition methods 
to enhance OCR performances. 

 

 One such illustration is shown in Fig. 1, where we can see 
text detection results before and after categorization for the 
sample images chosen from the Advertisement class. Fig. 1 
shows that the text detection method (here we use the text 
detection method [1] which works well for complex background 
scene images) does not detect texts properly before 
categorization as shown in Fig. 1(a), while the same method 
works better to detect text lines after categorization as shown in 
Fig. 1(b). This is true because once we identify the class, we can 
modify the text detection method accordingly such that it gives 
better results. The same conclusion can be drawn from Fig. 2 
also, where we can see the recognition results for the detected 
text lines before and after categorization. In this case, 
recognition results depend on the output of the text detection 
method before and after categorization. We use Niblack [12] 
thresholding technique for binarization and the publicly 
available OCR [13] for the illustration on our recognition 
experiments. 

 

 

 Recently, several methods have been developed for arbitrary 
oriented text detection in video and natural scene images. 
Shivakumara et al. [14] proposed a gradient vector flow and 
grouping method for arbitrarily oriented scene text detection in 
video images. Suyu et al. [15] proposed a two-level algorithm 
for text detection in natural scene images, which uses connected 
component analysis based features and an SVM for text 
detection. Tang et al. [16] proposed a spatial-temporal approach 
for video caption detection and recognition, which uses fuzzy 
clustering and neural networks. Phan et al. [17] proposed a 
method for the recognition of video texts through temporal 
integration, which uses stroke width information. Yao et al. [18] 
proposed a unified framework for multi-oriented text detection 
and recognition in natural scene images. To the best of our 
knowledge, there is no work on video scene text frame 
categorization and this is the first attempt to solve video scene 
text frame categorization to enhance the performance of text 
detection and recognition methods for different video types. 
Another advantage of this categorization is that rather than 
developing a new method, we can modify the existing methods 
to get better results for different categories of videos after 
categorization. 

II. PROPOSED METHODOLOGY 

 When we observe the images corresponding to the six 
classes, namely, Advertisement, Sign Board, License Plate, 
Street View, Book and other Items, we note that color feature 
can play a prominent role for classifying Advertisement, Book, 
License Plate and Items because generally the color at text line 
level for these classes may not change much compared to its 
background. At the same time, the color of background may play 
a prominent role for classifying Signboard and License Plate 
because texts embedded in these classes of frames usually have 
homogenous background. Street View is very complex because 
in such data, texts exist with complex backgrounds consisting of 
trees, buildings, greenery, etc. As a result, color based features 
and background features are not sufficient to classify them 
correctly. Therefore, we need new features which can combine 
color, text background, textual properties and spatial distribution 
of text pixels as well as background pixels. With this notion, the 
proposed method first identifies candidate edge components 
from each input frame. Inspired by the work presented in [7] for 
identifying text candidates using the Canny and Sobel edge 
images of an input frame, we explore the same concept for 
identifying candidate edge components in this work. The basis 
is that Canny and Sobel edge images share the common 
properties for text regions and share different properties for non-
text regions at the same time. This is true because Canny and 
Sobel edge detectors produce the same edge patterns for 
characters in text regions. In order to find common candidate 
pixels which satisfy this property in both Canny and Sobel 
images, we propose to use symmetry that exists inter and intra 
characters, which is estimated using Gradient Vector Flow 
(GVF). This results in candidate edge components.  
 For a candidate edge component image, we further extract 
features based on color histograms in gray, RGB and HSV color 
spaces because it is known that these color features play an 
important role in classifying the above mentioned classes. 
Besides, it is also true that due to contrast variation, one color 
sub-band may miss text lines and at the same time, the same text 

Fig. 1: Sample text detection results of an advertisement video frame  
 before and after categorization by the text detection method [1] 

(a) Text detection before categorization      (b)  Text detection after categorization  

Fig. 2: Recognition results for the detected text lines corresponding to 

text detection before and after classification. Note: errors are indicated 
in red.  

Recognition results for License plate class after categorization 

Recognition results for License plate class before categorization 
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pixel may appear in other color sub-band. Therefore, the use of 
different color spaces help in restoring missing text pixels. 
Additionally, to extract the appearance property of text pattern 
and background texture, we propose to extract statistical features 
and then spatial features based on end, junction and intersection 
points of the candidate pixels image [19]. These features help in 
extracting textual property even where complex background 
exists in the image because these features will consider spatial 
distributions of text and background pixels. Moreover, to extract 
the same observation for different fonts and font sizes, we 
extract the same set of features in multi-levels, which looks like 
a pyramid structure. This results in multi-scale global features. 
Similarly, to extract the same observations for local regions, we 
extract the same set of features for the divisions given by a Quad 
tree at the first level. This results in multi-scale local features. 
We combine both the multi-scale global and local features and 
then feed them to a logistic classifier to obtain the final 
categorization results. 

 

A. Candidate Edge Components Selection 

 As discussed in the previous section, for the image shown in 
Fig. 3(a) which belongs to the Signboard class, the proposed 
method obtains its Canny and Sobel edge images as shown in 
Fig. 3(b) and (c), respectively, where one can see the same text 
patterns in both the edge images. This is the advantage of 
combining Canny and Sobel edge images for identifying 
candidate edge components. In order to extract the common 
pattern which looks similar in both the images, we propose a 
symmetry property based on GVF which finds symmetry that 
exists in intra and inter characters. The components in the Canny 
and Sobel images that satisfy the symmetry are considered as 
Candidate Edge Components (CEC) as shown in Fig. 3(d), 
where we can see CECs which represent text information as well 
as some background information. Essentially, GVF is the 
extension of gradient information. Unlike the normal gradient 
which gives little information in homogenous regions, GVF 
propagates gradient information from nearby regions into 
homogenous ones. Hence, it helps to increase the capture range 
of the edges and attract active contours into concave regions [20]. 
GVF field is computed by minimizing the following expression: 

ε = ∬ 𝑢(𝑢𝑥
2 + 𝑢𝑦

2 + 𝑣𝑥
2 + 𝑣𝑦

2) + |∇𝑓|2|𝑔 − ∇𝑓2|𝑑𝑥𝑑𝑦  (1),  

 

where𝑔(𝑥, 𝑦) = (𝑢(𝑥, 𝑦), 𝑣(𝑥, 𝑦)) is the GVF field and 𝑓(𝑥, 𝑦) 

is the edge map of the input image.To extract the common 

patterns of edge components in candidate edge images, we 

define symmetry as follows. The symmetry edge components 

[9] are defined as the set of locations where two neighboring 

GVF arrows are opposite to each other, because this indicates 

that the region is at the center of two edges. Concretely, (x, y) 

is a symmetry point in the vertical direction, if and only if: 
𝑔(𝑥, 𝑦) ∙ 𝑔(𝑥 + 1, 𝑦) < 𝜃      (2) 

 

Intuitively, the above condition requires that the inner product 

between the GVF vector at (𝑥, 𝑦)and the GVF vector at (𝑥 +
1, 𝑦) must be smaller than a negative value. In addition to the 

vertical direction, we derive similar constraints for symmetry 

points in three other directions: horizontal, left-diagonal and 

right-diagonal. As long as one of the four directions is satisfied, 

we view the point as a symmetry point. 

The 𝐶𝐸𝐶  can be viewed as the intersection of Sobel 

symmetry edge components and Canny symmetry edge 

components. Let 𝐶 = {𝑐𝑖} and 𝑆 = {𝑠𝑗} be the sets of Canny 

and Sobel symmetry edge components. Also let the intersection 

of C and S is 𝐶 ∩ 𝑆. For each element 𝑠𝑐 ∈ 𝐶 ∩ 𝑆 , if the size of 

𝑠𝑐 ≥ 𝛼,then 𝑠𝑐 is retained as symmetry edge components 𝐶𝐸𝐶. 

In order to extract color features, we need to map the candidate 

edge components to the input image, and the mapped result is 

defined as 𝑚𝑎𝑝_𝐶𝐸𝐶: 
𝑚𝑎𝑝_𝐶𝐸𝐶 = 𝐴𝑑𝑗𝑎𝑐𝑒𝑛𝑐𝑦(𝐼 ∩ 𝐶𝐸𝐶)       (3) 

where Adjacency(X) represents the 8-adjacency region for each 
pixel in X; I is the original image and CEC is the candidate edge 
components. 

B. Feature Extraction for Candidate Edge Components in 

Different Color Spaces 

 As discussed in the proposed methodology section, color 
provides a vital clue for the categorization of video text frame 
classes. Therefore, we plot a histogram for the gray values 
corresponding to the edge components in the CEC image by 
quantizing the histogram bins into 10. We determine the number 
of bins, i.e. 10, for quantization based on our experimental 
studies. The proposed method calculates the percentage of pixel 
values in each bin. This results in 10 features for the gray color 
CEC image. To extract more color features, we split the input 
color image into RGB spaces separately. The same feature 
extraction scheme is deployed for these three RGB spaces. This 
gives 30 features. In the same way, the method extracts another 
30 features for HSV spaces. In total, 70 (10+30+30) features are 
extracted from different color spaces. The feature extraction can 
be represented mathematically as follows.  

[𝐺𝑟𝑎𝑦, 𝑅𝐺𝐵 , 𝐻𝑆𝑉] = 𝐻𝑖𝑠𝑡(𝑚𝑎𝑝_𝐶𝐸𝐶)    (4) 

where 𝑚𝑎𝑝_𝐶𝐸𝐶 denotes the candidate edge components of the 
respective color spaces. It is true that color features alone may 
not be sufficient to solve this complex categorization problem. 
Inspired by the features extracted in [19] for the identification of 
different scripts in video, we explore the same statistical and 
spatial relationship based features for the categorization of video 
text frames in this work. These features require the dominant 
points for each candidate edge component in the CEC image. 

 (c). Sobel edge image                     (d).Candidate edge components 
 

Fig. 3: Candidate edge components selection 

 (a). Signboard                            (b). Canny edge image  
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The proposed method finds dominant points, such as end, 
junction and intersection points as defined in equation (5). For 
any pixel P, the adjacent pixels of P are defined as ADJ_P, the 
connected component which contains P is defined as CON_P: 

CONP ∩ ADJP = {

1,           𝑃 ∈      𝑒𝑛𝑑 𝑝𝑜𝑖𝑛𝑡
                  2,   𝑃 ∈       𝑝𝑖𝑥𝑒𝑙𝑠 𝑤𝑖𝑡𝐻 𝑡𝑤𝑜 𝑛𝑒𝑖𝑔𝑏𝑠

3,        𝑃 ∈  𝑗𝑢𝑛𝑐𝑡𝑖𝑜𝑛 𝑝𝑜𝑖𝑛𝑡
4, 𝑃 ∈ 𝑖𝑛𝑡𝑒𝑟𝑠𝑒𝑐𝑡𝑖𝑜𝑛 𝑝𝑜𝑖𝑛𝑡

(5) 

To study the relationship between dominant pixels, the 
proposed method computes a proximity matrix by calculating 
the geodesic distance between respective dominant points. For 
instance, the proximity matrix for an end point can be computed 
as defined in equation (6), where an end point is represented by 
𝐸𝑃𝑖,𝑗and 𝑃𝐸𝑛𝑑is a set of end points.  

𝐸𝑃𝑖,𝑗 = 𝑁𝐺𝐷(𝑃𝐸𝑛𝑑𝑖
, 𝑃𝐸𝑛𝑑𝑗

)    (6) 

Here, NGD(PEndi
, PEndj

) calculates the Nearest Geodesic 

Distance between PEndi
 and PEndj

. We use a dynamic 

programming algorithm to obtain the distance between 
dominant points. Similarly, we estimate the proximity matrices 
for junction points, intersection points and all the pixels. Overall, 
the procedure gives four proximity matrices respectively for end, 
junction, intersection and pixels. The proposed method 
computes the means and variances for the respective proximity 
matrices. For example, the mean and variance for the proximity 
matrix of the end points can be calculated by equation (7) and 
equation (8), respectively:  

𝑀𝑒𝑎𝑛𝐸𝑃 =
1

𝑛
∑ ∑ 𝐸𝑃𝑖,𝑗

𝑖
𝑗=1

𝑛
𝑖=1  (7) 

𝑉𝑎𝑟𝐸𝑃 =
1

𝑛
∑ ∑ (𝐸𝑃𝑖,𝑗 − 𝑀𝑒𝑎𝑛𝐸𝑃)2𝑖

𝑗=1
𝑛
𝑖=1       (8) 

where 𝑀𝑒𝑎𝑛𝐸𝑃 denotes the mean of the proximity matrices of 
end points, 𝑉𝑎𝑟𝐸𝑃  denotes the variance of the proximity 
matrices, and n is the number of end points. This process gives 
a total of 8 features. In the same way, we estimate the covariance 
matrices for dominant points and pixels in the respective points. 
This helps in extracting the correlation between the dominant 
points. This procedure gives 8 more features. In total, 16 features 
are extracted from the proximity matrices of the dominant points 
and pixels in the CEC image of the input frame of each class. 
With these 16 features, the total number of features becomes 86.   

C. Multi-Scale Global and Local Features for Categorization  

In order to cope with the problems of font and font size 
variations, we propose to extract the global and local features 
in a multi-scale environment using pyramid structure, scaling 
and quad tree division, respectively. Therefore, the method 
reduces the size of each input frame to a quarter of the input 
frame size by downsizing. Again, the downsized image is 
further reduced to a quarter of the downsized image. The 
process continues till the method gets five downsized images 
from the original input frame as shown in Fig. 4, where we can 
see (a)-(e) represent four downsized images, respectively. 
According to our experiments, five levels are sufficient to 
achieve good results. Then the proposed method extracts all the 
86 features from the five levels, which gives 430 (86×5) 
features. Since the method uses the whole image for downsizing, 
we name them multi-scale global features. To extract the 
features which consider local information, we divide the given 

input frame size into four equal sub-parts by Quad tree division 
as shown in Fig. 5, where (a) is the input frame and (b) gives 
the four quadrants of the image in (a). Our experimental results 
show that one level containing four quadrants is enough for 
categorization. The proposed method extracts 86 features from 
the four quadrants of the given Quad tree. This gives 344 (86×4) 
features. In total, we obtain 774 (430+344) dimensional feature 
vectors for categorization. Finally, these features are fed to a 
logistic classifier as proposed in [21] for categorization.  

 

 

 

III. EXPERIMENTLAL RESULTS 

We create our own dataset because as per our knowledge, 
this is the first attempt to solve video scene text frame 
categorization to enhance the performance of text detection and 
recognition methods. This dataset includes 100 frames per class. 
In total, 600 frames for the six classes, namely, Advertisement, 
Signboard, License plate, Street view, Book and Items. For 
categorization, we feed the feature vectors to a logistic classifier 
as proposed in [21], where the classifier has been used for image 
categorization but not video text frame categorization. In this 
work, we follow the same procedure given in [21] for 
categorization of our dataset. To evaluate the proposed 

Fig. 4: Down scaling like pyramid structure for multi-scale global 

features: Candidate edge components selection:  (a) actual size (b) 

reduced to half size to (a), (c) size reduced to half of (b), (d) size 

reduced to half of (c),  and (e) size reduced to half of (d). 

            (c)                                       (d)                                  (e) 

                 (a)                                                          (b)  

(b) Four equal sized sub-parts of (a)  
Fig. 5: Dividing given frame into sub-parts like Quad tree for multi-

scale local features 

 

(a) Input video text frame 
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categorization method, we perform 10 fold cross validation 
scheme. We present the average of confusion matrix results 
given by respective 10 fold experimentation. We use 
categorization rate for measuring the performance of the 
proposed categorization method, recall, precision and f-measure 
for evaluating text detection methods, and recognition rate for 
evaluating recognition results in this work. For text detection 
and recognition, we follow the instructions given in [22] for 
calculating the measures.  

In order to show the effectiveness and usefulness of the 
categorization, we implement the state of the art text detection 
methods, such as Minetto et al. [1] which uses urban scene 
images for text detection, Yi et al. [4] which detects text in bottle 
and items etc, and Xu et al. [22] detects text regions of different 
scripts with arbitrary orientations to conduct the experiment 
before and after categorization. Before categorization 
experiments we consider the frames of all the six classes for 
calculating recall, precision and f-measure, while after 
categorization experiments we also consider the frames of the 
six classes separately. In the same way, we implement three 
baseline binarization methods, namely, Niblack [12], Otsu [23] 
and Sauvola [24], which are classical methods for binarizing 
scanned and camera based documents to conduct experiments 
before  and after categorization through recognition rate. We 
also use a recent method [25], which detects texts for blur 
images based on inverse rendering. For calculating recognition 
rate, we use Tesseract OCR which is available publicly [13] and 
considers the output of binarization methods for recognition. 

A. Experiments on Categorization 

To know the contributions of multi-scale global and local 
features, we estimate the confusion matrix for each feature 
extraction scheme separately as shown in Table I and Table II, 
respectively. When we compare the average categorization rates 
(the average of the diagonal elements in Table I and Table II), 
the categorization rate of multi-scale global features is lower 
than that of multi-scale local features. However, the difference 
is only around 3%. This shows that both the feature extraction 
schemes contribute significantly. This can be seen from the 
results reported in Table III, where it provides the confusion 
matrix for the combined features (multi-scale global + local 
features). It is interesting to note that the categorization rate for 
the combined features is 88.1%, which is a significant 
improvement compared to 77.3% of multi-scale global and 80.8% 
of multi-scale local features.  

Table I: Confusion matrix for Multi-scale global features 

Classes Adv Sign  License Street  Book Items 

Adv 79.0 2.0 1.0 9.0 4.0 5.0 

Sign  3.0 89.0 3.0 4.0 1.0 0.0 

License 3.0 10.0 67.0 12.0 5.0 3.0 

Street  3.0 5.0 9.0 79.0 0.0 4.0 

Book 4.0 4.0 3.0 2.0 77.0 10.0 

Items 2.0 1.0 6.0 1.0 14.0 76.0 

Table II: Confusion matrix for Multi-scale local features 

Classes Adv Sign  License Street Book Items 

Adv 81.0 4.0 7.0 6.0 2.0 0.0 

Sign  3.0 88.0 3.0 3.0 2.0 1.0 

License  3.0 11.0 79.0 5.0 0.0 2.0 

Street  6.0 3.0 8.0 82.0 0.0 1.0 

Book 3.0 6.0 3.0 1.0 76.0 11.0 

Items 3.0 1.0 1.0 1.0 15.0 79.0 

Table III: Confusion matrix for combining Multi-scale global and 

local features 

Classes Adv Sign Items Street  License  Book 

Adv 90.0 3.0 0.0 1.0 3.0 3.0 

Sign  3.0 81.0 6.0 5.0 3.0 2.0 

Items  1.0 6.0 88.0 3.0 1.0 1.0 

Street  5.0 2.0 1.0 89.0 1.0 2.0 

License  2.0 0.0 0.0 2.0 94.0 2.0 

Book 6.0 1.0 1.0 3.0 2.0 87.0 

B. Validating Classficaiton Through Text Detection  

As mentioned above, we report the results of the three text 
detection methods before and after categorization in Table IV. 
Table IV shows that text detection methods when used after 
categorization and shows better results compared to that before 
categorization. Therefore, we can conclude that categorization is 
useful in improving the performance of text detection methods. 
Since the video frames of different classes have different 
complexities, text detection methods, when used before 
categorization, give poor accuracies. The same text detection 
methods give better accuracies after categorization because the 
methods can be tuned and modified according to the complexity 
of the data. Since our goal is to show inconsistent accuracies for 
different videos, we report the detection results by changing 
datasets after categorization without tuning and modifying the 
existing methods. This is the advantage of the categorization. It 
is also observed from Table IV that Minetto et al.’s method is 
better at precision before categorization and better at recall, 
precision and f-measure after categorization as compared to the 
other methods. Therefore, we use the same text detection 
method to test on individual classes as reported in Table V, 
where we note that the method gives better results after 
categorization. It is found that the text detection method gives 
low f-measure for street view data compared to other data as 
reported in Table V because street view data is much more 
complex than the other data. Furthermore, the output of this 
method is used for binarization experiments to calculate 
recognition rate in the next section.   

Table IV: Performance of different text detection methods before 

and after categorization 

Text Detection 
methods  

Before Categorization After Categorization 

P R F P R F 

Minetto et al [1] 0.69 0.20 0.31 0.79 0.32 0.45 

Yi et al. [4] 0.60 0.18 0.28 0.68 0.28 0.39 

Xu et al. [22] 0.58 0.23 0.33 0.70 0.31 0.43 

Table V: Performance of text detection method [1] for all the six 

classes before and after categorization 

Classes 
Before Categorization After Categorization 

P R F P R F 

Advertisement 0.66 0.18 0.29 0.76 0.30 0.43 

Sign  0.79 0.19 0.31 0.87 0.27 0.41 

Items 0.50 0.13 0.20 0.74 0.16 0.27 

Street  0.67 0.17 0.27 0.65 0.23 0.34 

License  0.80 0.42 0.55 0.88 0.58 0.70 

Books 0.72 0.10 0.18 0.85 0.36 0.50 
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C. Validating Categorization Through Recognition  

 As we conclude from text detection experiments in the 
previous section, the same conclusion can be drawn from the 
recognition experiments of different binarization methods as 
reported in Table VI. We calculate the recognition rate (RR) for 
the original (Ori) text line image detected by the text detection 
method without applying binarization method using Tesseract 
OCR. The results show that achieving a good recognition rate 
for video text lines of different applications as well as data is not 
as easy as achieving the recognition rate for scanned document 
images due to background, contrast, font and font size variations. 
We also conduct experiments on binarization methods output to 
show the effectiveness of binarization methods on video scene 
text line images. Table VI shows that the recognition rates of the 
four binarization methods are lower before categorization 
compared to that of after categorization  

IV. CONCLUSION AND FUTURE WORK 

 In this paper, we propose a new method for video scene text 
frame categorization to improve the performance of text 
detection and recognition methods for video scene text frames 
data. We explore the common property of Canny and Sobel 
operation for identifying candidate edge components. For 
candidate edge components image, we extract different features 
such as color, statistical and spatial features at different scales: 
globally and locally. Further, we combine multi-scale global and 
local features for the final categorization using a logistic 
classifier. Experimental results on text detection and recognition 
obtained before and after categorization show that 
categorization is essential for improving the accuracy of text 
detection and recognition methods on video scene text data. In 
future, we will investigate further to improve the accuracy for 
document analysis using more classes with new categorization 
methods. 
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Table VI: Recognition Rate (RR) based on different  binarization methods before and after categorization 

Binarization 
Methods 

Before 
Categorization 

After Categorization 

Advertisement Sign  License plate Street view  Book Item 

Ori Binary Ori Binary Ori Binary Ori Binary Ori Binary Ori Binary Ori Binary 

RR RR RR RR RR RR RR RR RR RR RR RR RR RR 

Niblack [12] 0.16 0.22 0.18 0.22 0.20 0.19 0.26 0.35 0.13 0.14 0.20 0.21 0.17 0.18 

Otsu [23] 0.23 0.25 0.22 0.22 0.20 0.23 0.21 0.22 0.13 0.15 0.16 0.16 0.20 0.21 

Sauvola [24] 0.10 0.11 0.22 0.23 0.20 0.21 0.25 0.30 0.13 0.12 0.16 0.17 0.14 0.15 

Y. Zhou[25] 0.28 0.32 0.31 0.39 0.30 0.38 0.4 0.42 0.15 0.16 0.20 0.24 0.22 0.24 

3880


