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Abstract—In multi-label learning, each sample can be assigned
to multiple class labels simultaneously. In this work, we focus
on the problem of multi-label learning with missing labels
(MLML), where instead of assuming a complete label assignment
is provided for each sample, only partial labels are assigned with
values, while the rest are missing or not provided. The positive
(presence), negative (absence) and missing labels are explicitly
distinguished in MLML. We formulate MLML as a transduc-
tive learning problem, where the goal is to recover the full
label assignment for each sample by enforcing consistency with
available label assignments and smoothness of label assignments.
Along with an exact solution, we also provide an effective and
efficient approximated solution. Our method shows much better
performance than several state-of-the-art methods on several
benchmark data sets.

I. INTRODUCTION

In multi-label learning, one instance can be assigned to
several categories simultaneously [1]. It has been successfully
applied in many real problems, such as image annotation [2]–
[4], semantic scene classification [5], and text categorization
[6], [7]. However, in traditional multi-label learning, an impor-
tant assumption is that the training instances are completely
labeled. For example, three candidate categories c1, c2, c3 are
provided for all instances. One instance xi is labeled as
(c1,¬c2, c3). It means that xi is assigned to c1 and c3, not
assigned to c2. c1 and c3 are referred to as positive labels
for xi, while c2 is referred to as negative labels. However,
the completely labeled instances are not always available in
real problems. There are two main reasons [2], including
the large number of candidate categories and the ambiguity
between categories. A typical sample is the annotation of
facial action units (AUs) [8], which is an important problem in
affective computing. AU should be labeled by trained experts
[9], due to the ambiguity between AUs, such as cheek raiser
(AU6) v.s lid tightener (AU7). In this case, it is difficult to
provide the complete AU labels for one facial image (the
detailed definitions of all 64 AUs can be found in [8]). More
formally, if xi is labeled as (c1,¬c2, ?c3), it means there is
no information about whether xi is labeled as c3 or not. c3 is
referred to as the missing label for xi. xi is called as partially
labeled sample, in which missing labels exist. If xi has only
missing labels, then it is called as completely unlabeled sample.
Our goal is to predict the complete label assignments of
the unlabeled samples by exploiting the partially (including
completely) labeled samples, referred to as multi-label learning
with missing labels (MLML).

Many previous multi-label learning models that also handle
the missing labels can be seen as the special case of MLML.
The semi-supervised multi-label learning (SMSE2) [10] ad-

dresses the special case with samples either fully labeled
or completely unlabeled. Both MLR-GL [2] and weak label
learning (WELL) [3] consider the case that only a partial set
of positive labels and missing labels are provided for each
training sample. To handle the missing labels, a common
solution adopted in above three models is treating the missing
labels as negative labels, and then they become a fully labeled
multi-label learning problem. This assumption is made based
on the observation that most labels are negative labels for each
sample. However, it is not always true, and will introduce
undesirable bias to the original learning problem. A obvious
bias is that some ground-truth positive labels are incorrectly set
as negative labels. As we will show in the later experiments,
such a bias may lead to poor and unstable performance.

We formulate the MLML problem through extending the
SMSE2 [10], based on two assumptions of label consistency
and label smoothness. Label consistency encourages the pre-
dicted label matrix to be consistent with the provided label ma-
trix. Label smoothness is implemented on two levels: sample-
level smoothness means two samples with similar features
should have similar labels; class-level smoothness indicates
that two semantically dependent classes should have similar
instantiations. Although exploiting the same assumptions with
SMSE2, we explicitly distinguish the negative and missing
labels. As we will show in the later experiments, such a change
will lead to significant performance improvement, because the
bias of the initial label matrix vanishes in our formulation.
Moreover, we not only use the exact solution based on solving
the Sylvester equation, which is also used in SMSE2 [10], but
also propose an efficient and effective approximated solution
to the MLML problem.

The following three points highlight our contributions. (1)
We present a general definition of the multi-label learning
with missing labels, which can generalize several previous
models. The significant change is that the positive, negative and
missing labels are explicitly distinguished in MLML. (2) We
present both the exact solution and an efficient and effective
approximated solution to the MLML problem. (3) The efficacy
of the proposed method is verified on three benchmark data
sets compared with several related works.

The rest of this paper is organized as follows: Section
II presents the formulation and solution of the multi-label
learning with missing labels; Section III conducts numerical
experiments on three benchmark data sets; Section IV con-
cludes this paper.
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The initial label matrix Y

[
1 1 0 0 0 0
1 −1 0 −1 0 0
−1 0 1 0 0 0

]

Fig. 1. A graphical illustration of multi-label learning with missing labels. The figure on the left consists of two layers: the bottom layer includes the sample
nodes; the top layer contains the class nodes. The initial labels of samples are represented by the links between two layers: the solid link indicates a positive label;
the dashed link denotes a negative label; no link means a missing label. The initial label matrix is presented on the right, where one column vector corresponds
to one sample node and one row vector corresponds to one class node. The links between nodes in the bottom layer represent the similarities between different
samples; the links between nodes in the top layer denote the semantic dependencies between the classes. Note that both layers are 2-D fields, and we just plot
a chain for clarity.

II. MULTI-LABEL LEARNING WITH INCOMPLETE LABELS

A. Problem Formulation

In the data set X = (x1, . . . , xn), each sample xi ∈ Rd×1

can be associated to m classes C = {c1, c2, . . . , cm} simulta-
neously. Specifically, the labels of xi can be represented as a
column vector yi ∈ {1, 0,−1}m×1. We define an initial label
matrix Y = (y1, y2, . . . , yn) ∈ {1, 0,−1}m×n: the positive
label Yij = 1 indicates xj is labeled as ci; the negative label
Yij = −1 means xj is not labeled as ci; the missing label
Yij = 0 denotes no information about whether xj is labeled
as ci or not. If all entries of yi are non-zero, then xi is an
fully labeled instance. If yi contains zero and non-zero entries
together, then xi is a partially labeled sample. If all entries of yi
are zero, then xi is a unlabeled sample. Our goal is to predict a
complete label matrix Z ∈ {1,−1}m×n by utilizing the initial
label matrix Y , called as multi-label learning with missing
labels (MLML). A brief illustration of MLML is presented in
Figure 1. To achieve this goal, we exploit two assumptions
[10] as follows:

• label consistency. The predicted label matrix Z
should be consistent with the initial label matrix Y ;

• label smoothness. The smoothness assumption is im-
plemented on two levels: the sample-level smoothness
means if the two samples xi and xj are similar, then
their labels, i.e., the corresponding column vectors
of Z should be similar; the class-level means if two
classes ci and cj are semantically similar, then their
instantiations, i.e., the corresponding row vectors of Z
should be similar.

Based on above assumptions, we formulate the MLML
problem as follows [10]:

argmin
Z
‖ Z − Y ‖2F +

λX

2
tr(ZLXZT ) +

λC

2
tr(ZTLCZ),

(1)

where λX and λC are user-defined positive constants, which
can be tuned by cross validation. Actually, in Section III-D,
we will show that the proposed method is not very sensitive
to these two values. ‖ · ‖F denotes the Frobenius norm, while
tr indicates the trace of matrix. The first term denotes the
label consistency, while the last two terms represent the label

smoothness. Specifically, we have

tr(ZLXZT ) =

m∑
k=1

n∑
i,j

VX(i, j)

(
Zki√
dX(i)

− Zkj√
dX(j)

)2

,

where LX = I − D
− 1

2

X VXD
− 1

2

X with the diagonal matrix
DX = diag(dX(1), · · · , dX(n)). I denotes the identity matrix
of the adaptive size, and hereafter we use the same symbol I
to represent different sized identity matrices for clarity. The
normalization term dX(i) =

∑n
j VX(i, j) makes the above

smoothness term invariant to the different scaling factors of
the elements of VX [11]. VX denotes the similarity matrix
among samples, which will be specified later. Similarly, we
also have

tr(ZTLCZ) =
n∑

k=1

m∑
i,j

VC(i, j)

(
Zik√
dC(i)

− Zjk√
dC(j)

)2

,

where LC = I − D
− 1

2

C VCD
− 1

2

C with the diagonal matrix
DC = diag(dC(1), · · · , dC(m)). And dC(i) =

∑m
j VC(i, j)

normalizes the factor so that the above smoothness term is not
affected by the different scaling factors of the elements of VC .
VC denotes the similarity matrix among classes, which will be
specified later.

B. Similarity matrices

1) The sample similarity VX : VX includes all pairwise
correlations among X . Here we utilize the affinity matrix, as
follows:

VX(i, j) = exp
(− d2(xi, xj)/σiσj

)
, (2)

which is computed based on a k-nn graph, i.e., if xj is not
within the k-nearest neighbors of xi, then Aij = 0. We set
k = 20 in experiments. Note that VX(i, i) = 0. d(xi, xj)
denotes the distance between xi and xj (here the Euclidean
distance is used). σi = d(xi, xh), where xh is the h-th nearest
neighbor of xi. Following the suggestion in [12], we set h = 7.

2) The class similarity VC: VC embeds the semantic cor-
relations among the classes C. Some works have focused on
developing the semantic correlations, such as subset constraints
and exclusion constraints [4], [13]. Here we simply define a
m-square weight matrix, as follows:

VC(i, j) = exp
(− η[1− 〈Y ·i, Y ·j〉

‖ Y ·i ‖‖ Y ·j ‖
]
)
, (3)
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where Y ·i = (Y1i, Y2i, . . . , Yli) is a sub-vector of Y·i, and l de-
notes the number of partially labeled samples1. The parameter
η is set as 10 in our experiments.

C. Solutions

1) An exact solution: For clarity, we denote the objective
function (1) as J (Z). Obviously it is a convex optimization
problem, such that we can easily gain the global optima by
setting the derivative of J (Z) with respect to Z as 0, as
follows:

∂J (Z)

∂Z
= 2(Z − Y ) + λXZLX + λCLCZ = 0. (4)

It equals to solve a Sylvester matrix equation, as follows:

Z(I + λXLX) + (I + λCLC)Z = 2Y. (5)

There have been many works about solving this equation [14],
[15]. It has a unique solution. However, the computational
complexity is O(n3). For a large data set, it means a high
cost. Note that the entries of Z∗ will be continuous values.
We can do label ranking in each row to recover the integral
values. We denote this solution as MLML-exact.

2) An approximated solution: We find an interesting issue
that the objective function (1) is completely same with the
one used in [16], which wants to propagate the pairwise
constraints among two sources. A a result, we can utilize
the efficient method designed for constraint propagation to
solve (1). The main idea is to solve (1) through an alternative
optimization procedure. Specifically, J (Z) is divided into two
sub-problems:

Z∗X = argmin
ZX

1

2
‖ ZX − Y ‖2F +

λX

2
tr(ZXLXZT

X),(6)

Z∗ = argmin
Z

1

2
‖ Z − Z∗X ‖2F +

λC

2
tr(ZTLCZ), (7)

where ZX ∈ Rm×n. Denote the objective functions in above
two equations as J1(ZX) and J2(Z) respectively. Set their
derivatives with respect to ZX and Z as 0, then we gain:

∂J1(ZX)

∂ZX
= ZX − Y + λY ZXLX = 0, (8)

∂J2(Z)

∂Z
= Z − Z∗X + λCLCZ = 0. (9)

Combining the above two equations, one can easily obtain a
closed-form solution as follows:

Z∗ = (1−αX)(1−αC)(I−αCLC)
−1Y (I−αXLX)−1, (10)

where αX = λX

λX+1 ∈ (0, 1), αC = λc

λc+1 ∈ (0, 1). LX =

D
− 1

2

X VXD
− 1

2

X , LC = D
− 1

2

C VCD
− 1

2

C . This solution is denoted
as MLML-appro.

III. EXPERIMENTS

In this section, we test the proposed method in three bench-
mark data sets in multi-label learning, including Emotions [17],
AU [18] and Yeast [19], as shown in Table I. The predicted
labels of the unlabeled testing samples are evaluated by the
metric of the area under the ROC curve (AUC) [20].

1Since the label values of the completely unlabeled samples are all 0, they
can not provide useful information for the semantic correlations. This is why
we ignore the label entries corresponding to the completely unlabeled samples
in Eq. (3).

TABLE I. DATA STATISTICS

data set domain #
exam.

#
categ.

# fea. avg. positive-
class/sample

avg. positive-
sample /class

Emotions [17] music 593 6 72 1.87 184.7
AU [18] image 327 16 201 3.99 81.5
Yeast [19] biology 2417 14 103 4.23 731.5

A. Experiments Setting

1) Data processing: In all experiments, each feature is
normalized into [−1, 1] for all data sets. The whole data set
is randomly partitioned to 5 uniform folds. In each time one
fold is used as the testing data, while the other four folds are
training data. We repeat this process 10 times, then 5×10 = 50
results are gained. The mean value and standard deviation (std)
are computed as the final outputs. To present the influence of
missing labels, we vary the given label proportion in training
data, from 20% (80% missing labels) to 100% (no missing
labels). In each proportion, the missing labels are randomly
chosen and removed from the ground-truth complete label
matrix of the training data, then the initial label matrix Y is
gained.

2) Comparisons: We compare the proposed method with
several previous works on multi-label learning with missing
labels, including SMSE2 [10], WELL [3] and MLR-GL [2].
We implement SMSE2 in matlab and adopt the publicly
available matlab codes for WELL and MLR-GL. Note that
SMSE2 is originally designed for semi-supervised multi-label
learning, but it can also solve the MLML problem by setting
the missing labels as negative labels. So we also run SMSE2
in the cases that missing labels exist in training data. In both
MLML and SMSE2, the two trade-off parameters αX and
αC are determined by the 5-fold cross-validation within the
training data. We make our best effort to adjust the parameters
in other methods as suggested in the original papers. Besides,
as a baseline, a binary logistic regression classifier is trained
based on only labeled samples for each class independently,
and is implemented by the built-in functions glmfit and glmval
in matlab.

B. Classification Results

The AUC results on different data sets are shown in
Table II, III and IV respectively. The proposed methods show
the best performance in most cases. MLML-appro gives the
similar results with MLML-exact, and the effectiveness of the
proposed approximated solution is verified. Note that MLML-
appro performs even better than MLML-exact in some cases.
This is possible. Because we do not optimize the AUC value
directly, so the global optima of the objective function (1) may
not correspond to the highest AUC value. But the consistency
between (1) and the AUC value still holds in most cases. Com-
pared with SMSE2, MLML-exact always give better results,
especially in the case of low label proportion, which demon-
strates the benefit of explicitly distinguishing the negative and
missing labels. However, the larger improvement of MLML
is reflected in robustness, which will be verified later. WELL
shows poor performances in most cases, especially on the case
of low label proportion, suffering from its confusion between
negative and missing labels. The binary logistic regression also
performs poor when the label proportion is low. We believe
the reason is over-fitting, i.e., the small data size and the
large number of parameters. The over-fitting is most obvious
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on the AU data, where the total data size is 327, but the
parameter is up to 202. MLR-GL shows the best performance
among the compared methods. However, 4 parameters need
to be manually tuned, and its performance is sensitive to the
parameters in our experiments. In contrast, only 2 trade-off
parameters should be manually determined in MLML. As we
will show later, MLML is robust to the parameters. Moreover,
MLR-GL gives an iterative solution, while we present the
closed form solution to MLML. The running time between
them will also be compared later. Moreover, due to the label
bias, the positive label proportion in the ground-truth label
matrix should be an important factor which can influence
the specific results of all methods and the performance gap
between other methods and MLML method. However, the
positive proportions of three data sets used in our experiments
are nearly same (see Table I). We will evaluate the relationship
between this proportion and the performance on more data sets
with different positive proportions in future work.

TABLE II. AUC RESULTS (%) ON EMOTIONS DATA

Algorithms
Label Proportion

20% 40% 80% 100%

Logistic 70.42±1.44 75.49±1.07 83.51±0.81 84.89±0.15
WELL [3] 69.26±1.36 76.76±1.00 81.23±0.26 82.33±0.36
MLR-GL [2] 84.64±0.30 85.92±0.35 87.57±0.25 87.86±0.17
SMSE2 [10] 83.91±0.67 85.72±0.41 87.23±0.14 87.19±0.24
MLML-appro 84.88±0.62 86.77±0.32 87.20±0.21 87.81±0.19
MLML-exact 84.73±0.67 86.84±0.51 87.46±0.22 87.89±0.22

TABLE III. AUC RESULTS (%) ON AU DATA

Algorithms
Label Proportion

20% 40% 80% 100%

Logistic 71.03±0.56 68.15±0.86 65.87±2.19 81.83±0.73
WELL [3] 78.15±0.71 83.90±0.52 82.29±0.17 82.22±0.05
MLR-GL [2] 87.46±0.45 89.44±0.38 90.68±0.25 91.39±0.09
SMSE2 [10] 85.04±0.47 88.36±0.56 90.97±0.21 91.88±0.27
MLML-appro 85.17±0.47 89.69±0.29 91.90±0.20 92.40±0.21
MLML-exact 87.27±0.42 89.71±0.19 91.91±0.22 92.46±0.23

TABLE IV. AUC RESULTS (%) ON YEAST DATA

Algorithms
Label Proportion

20% 40% 80% 100%

Logistic 77.67±0.35 80.80±0.30 82.47±0.10 83.00±0.07
WELL [3] 76.92±0.66 78.23±0.28 78.81±0.21 79.20±0.04
MLR-GL [2] 82.58±0.04 83.35±0.04 83.90±0.04 84.01±0.05
SMSE2 [10] 78.33±0.11 79.19±0.10 79.50±0.03 79.76±0.02
MLML-appro 82.74±0.13 83.02±0.07 84.51±0.11 84.70±0.06
MLML-exact 83.05±0.19 83.69±0.08 84.41±0.08 84.70±0.12

C. Empirical running time

The empirical running time (the average CPU time of 50
trials) of different methods are shown in Table V. All values
are recorded based on the same machine with the Windows
7 system and Intel Core i5 2.30GHz CPU. For MLR-GL,
the number of iterations T is about 10 in our experiments.
Note that the cost of computing the distance matrix between
instances is not included, since it is a shared step in all the
methods except the binary logistic regression. Obviously the
proposed approximated solution is much faster than all other
methods.

TABLE V. EMPIRICAL RUNNING TIME (SEC.) OF DIFFERENT METHODS

(T DENOTES THE NUMBER OF ITERATIONS IN MLR-GL).

Data Logistic SMSE2 WELL MLR-GL MLML-appro MLML-exact

Emotions 4.68 0.055 2.31 0.064 ∗ T 0.015 0.055
AU 7.86 0.014 3.57 0.047 ∗ T 0.0036 0.014

Yeast 4.36 7.60 239.3 0.65 ∗ T 1.88 7.60

Fig. 2. AUC results with different parameters, label proportion = 50%: top
row on the Emotions data, Middle row on the AU data, Bottom row on the
Yeast data.

D. Parameter Tuning

The two trade-off parameters αX and αC in both MLML2

and SMSE2 [10] control the influences between the label
consistency and label smoothness. We vary αX and αC to
study (1) the influences of different assumptions and (2) the
robustness of MLML and SMSE2. For clarity, we fix the
label proportion as 50%. We vary two parameters in the range
{0.01 : 0.1 : 0.81}, then 81 results are gained. Results on
Emotions are shown in the top row of Figure 2. For SMSE2,
the results range from 63.31% to 86.73%, and the mean and std
are 75.47±8.84%. In contrast, the results of MLML range from
84.01% to 87.43%, and the mean and std are 86.63± 0.67%.
Results on AU are shown in the intermediate row of Figure
2. The results of SMSE2 range from 69.35% to 89.72%, and
the mean and std are 79.01 ± 6.21%. The results of MLML
range from 84.23% to 91.71%, and the mean and std are
88.93± 1.9%. Results on Yeast are shown in the bottom row
of Figure 2. For SMSE2, the results range from 75.68% to
82.34%, and the mean and std are 80.38± 1.32%. The results
of MLML range from 82.07% to 84.15%, and the mean and
std are 83.41±0.45%. Above results demonstrate that MLML
not only gives the higher AUC values than SMSE2, but also
shows the much better robustness. Note that αY = αC = 0.01
can be considered as ignoring the label smoothness. Compared
with the results in this case, we conclude that the label
smoothness can help to improve the performance of MLML,
and the sample-level smoothness and class-level smoothness
show different influences on different data sets.

2MLML in the section only denotes MLML-exact.
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IV. CONCLUSIONS

This paper has solved the general problem of multi-
label learning with missing labels (MLML), which generalizes
several previous models that also handle the missing labels
in multi-label learning. In MLML, the positive, negative and
missing labels are explicitly distinguished, such that the un-
grounded bias on labels in existing models is eliminated. We
have demonstrated that such a change leads to significant
performance improvement. Moreover, we present both the
exact and an efficient approximated solution to the MLML
problem. Experiments on three benchmark data sets have
verified the efficacy of the proposed solutions.

Some future directions of MLML can be explored. First,
the work only involves learning with hard labels, i.e., the given
labels have 100% confidence. However, the hard labels are
not always available in real applications. For example, the
annotation of AU labels is often along with an intensity, i.e., the
confidence of the annotation. These intensities can be easily
transformed into soft labels, ranging from −1 to 1. To the
best of our knowledge, no existing works have focused on
multi-label learning with soft labels. If soft labels are simply
discretized to hard labels, the information distortion will be
introduced. However, we find that the proposed method can be
directly extended to handle the soft labels. So we will explore
more applications with soft labels in future. Second, we simply
use the co-occurrence to compute the semantic dependencies
among classes. Actually some previous works have focused
on exploring the more comprehensive and complex semantic
dependencies, such as [4], [21]. These dependencies can be
exploited in our model, and the performance is expected to be
further improved.
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