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Laboratoire LGF UMR CNRS 5307

42023 Saint-Etienne Cedex 2, FRANCE

victor.gonzalez@emse.fr

Abstract—Local oriented statistical information booster
(LOSIB) is a descriptor enhancer based on the extraction of the
gray level differences along several orientations. Specifically, the
mean of the differences along particular orientations is consid-
ered. In this paper we have carried out some experiments using
several classical texture descriptors to show that classification
results are better when they are combined with LOSIB, than with-
out it. Both parametric and non-parametric classifiers, Support
Vector Machine and k-Nearest Neighbourhoods respectively, were
applied to assess this new method. Furthermore, two different
texture dataset were evaluated: KTH-Tips-2a and Brodatz32 to
prove the robustness of LOSIB. Global descriptors such as WCF4
(Wavelet Co-occurrence Features), that extracts Haralick features
from the Wavelet Transform, have been combined with LOSIB
obtaining an improvement of 16.94% on KTH and 7.55% on
Brodatz when classifying with SVM. Moreover, LOSIB was used
together with state-of-the-art local descriptors such as LBP (Local
Binary Pattern) and several of its recent variants. Combined with
CLBP (Complete LBP), the LOSIB booster results were improved
in 5.80% on KTH-Tips 2a and 7.09% on the Brodatz dataset.
For all the tested descriptors, we have observed that a higher
performance has been achieved, with the two classifiers on both
datasets, when using some LOSIB settings.
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I. INTRODUCTION

Texture analysis is a challenging open problem in computer
vision. It refers to a set of processes applied to detect and
describe spatial variations of the gray level of all the pixels
in an image. Nowadays, there are multiple fields that profit
from automatic texture retrieval, as it makes processes faster
with no need of many qualified staff. For example, Wang
et al developed a texture retrieval method of Thyroid Gland
SPECT images based on the gray level co-occurence matrix
[1]. Likewise, Zhou and his group [2] used gray level co-
occurrence features for breast cancer recognition, obtaining a
precision of 69% using the Tamaura dataset. In the biological
field, Alegre et al proposed a texture and moment-based
classification of the boar sperm acrosome integrity obtaining
very interesting results [3]. In [4], González-Castro et al
proposed an adaptive method with no need of training for
texture classification based on the pattern spectrum descriptor.
Haralick features, Wavelet transform and Local descriptors are
very well known techniques with high performance in texture
retrieval processes.

Haralick features have been widely used in the last 30 years
for texture description. Recently, Chaddad et al [5] developed
a system founded on Haralick features to detect colon cancer
cells. Similarly, a local Haralick features extraction method
was used by Ribaric and Lopar in a palmprint recognition
application obtaining very promising results [6].

Besides, methods based on the Wavelet transform have
been developed in the last years showing very high per-
formances on texture retrieval problems. In [7], Carbunaru
et al proposed a system for textile image retrieval using
independent component analysis (ICA) applied to the wavelet
transform responses achieving average precision rates of 89%-
94%. Rakvongthai et al evaluated the performance of Wavelet
transform with very noisy images demonstrating the good
efficiency of the transform on these environments [8].

Lastly, local descriptors have become more and more
important in the last few years. Concretely, the Local Binary
Pattern (LBP) descriptor proposed by Ojala et al [9] have
been widely used due to their simplicity and high capability
to extract the intrinsic features from the textures. Garcı́a-
Olalla et al [10] proposed an adaptive LBP method for vitality
assessment of boar sperm. Guo and his group have been
developing several modifications of LBP such as LBP variance
(LBPV) [11], complete LBP (CLBP) [12] or adaptive LBP
(ALBP) [13].

Too many datasets have been created in order to assess
texture descriptors. One of the most challenging one is the
KTH-TIPS 2a [14]. In [15], [16], Garcı́a-Olalla et al proposed
an adaptive local binary pattern and evaluated it along with
several modifications of LBP, consolidating their method as
the best one. Other works that use KTH-TIPS 2a are the one
developed by Chen et al[17], which proposes a robust method
for image description called WLD, or the work carried out by
Sharma et al [18] which has developed a descriptor based on
local high order statistics. Another widely used dataset is the
Brodatz32 dataset [19], which contains gray scale images of
32 textures under rotation and scale attacks, presenting an open
problem. We have tested our proposal with these two dataset
since we consider that they are quite representative for texture
problems.

The rest of the paper is organised as follows. In section II
the methodology of this work is described. The experiments
and datasets are shown in section III and finally, in section IV
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the conclusions are discussed.

II. METHODOLOGY

Nowadays, more and more methods for images description
are being developed. In face recognition, algorithms based
on local features as LBP or statistical analysis as PCA,
are commonly used. In object retrieval, methods depend on
keypoint detectors such as SURF or SIFT are taking all the
centre stage. Other methods relying on transforms such as
Wavelet or Fourier are very used in image description.

A. Local oriented statistical information booster (LOSIB)

The main purpose of the Local Oriented Statistical Infor-
mation Booster (LOSIB) is to enhance the performance of a
texture descriptor.

The basic concept is to add local oriented statistical infor-
mation computed along all pixels of the image. This informa-
tion is rarely taken into account when texture is described and
gives extremely useful information for texture discrimination.
In this work, the combination of LOSIB with widely used
texture descriptors was done by concatenation of both vectors.

One important factor in LOSIB extraction is the depth of
the neighbourhood used to compute the statistical moments,
as the information retained by LOSIB at each pixel is less
local. Depending on the image dataset, very local or more
loose global information can achieve best performance.

Another factor is the number of neighbours in the neigh-
bourhood. In this sense, more neighbours means that a higher
number of different orientations have been taken into account.
As the texture becomes more heterogeneous, the number of
neighbours should be increased in order to capture all the
variety of the image. However, using excessive orientations
on homogeneous textures may be counter-productive due to
the loss of weight of the important ones. Therefore, the
nomenclature for this method is LOSIB(R,P) where R is the
radius of the neighbourhood and P the number of neighbours.

Let c be a pixel at position (xc, yc) of the image, p be a
pixel of its neighbourhood (with p ∈ {0, 1, ..., (P−1)}), whose
coordinates are (xp, yp), and let gc and gp be their respective
grey level values. In order to obtain the LOSIB of an image, it
is first necessary to extract the absolute differences dp between
the grey level values gc and gp, for all pixels c of the image,
as shown in equation (1). Figure 1 depicts an example of this
oriented difference extraction at three pixels.

dp(xc, yc) = |gc − gp| (1)

Fig. 1. Extraction of the absolute difference of gray-level values for three
pixels to compute LOSIB(1,8).

Given a pixel c, the coordinates (xp, yp) of its p-th neigh-
bour are obtained by means of equation (2).

(xp, yp) = (xc +R cos(2πp/P ), yc +R sin(2πp/P )) (2)

The values of the neighbours that are not in the centre of grids
can be estimated by interpolation of their connected pixels.

Then, the mean of all the differences along the same
orientation is computed following equation (3), where N and M
are the number of rows and columns of the image, respectively.

μp =

M∑
xc=1

N∑
yc=1

dp(xc, yc)

M ·N (3)

In figure 2 the histogram of all the absolute differences
along the orientation p = 0 and the value μ0 for an image of
KTH-TIPS 2a dataset is shown.

Fig. 2. Example of a histogram of all the absolutes differences along the
orientation 0◦ (thus, p = 0) and the mean value used to yield the final LOSIB.

Thereby, LOSIB will have as many features as neighbours
are in the considered neighbourhood and it represents the mean
difference for all the orientations shown in equation (4).

LOSIB(R,P ) =
P−1⋃
p=0

μp (4)

An example of the orientations of a LOSIB(1,8) is shown
in figure 3 for clarification.

Fig. 3. Different orientations using 8 neighbours.

B. Global descriptors

In the last years, many global texture descriptors have been
developed in texture retrieval problems. In this work we have
assessed the performance of LOSIB when combined with some
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classic moments such as Hu [20], Legendre [21], Zernike [22]
or Flusser [23].

In addition, other descriptors based on the Haralick fea-
tures [24] computed from the co-occurrence matrix have
been assessed. These descriptors are Wavelet co-occurrence
features and Wavelet statistical features. We address the reader
interested in further details about them to [3].

C. Local descriptors

Several local descriptors found on the Local Binary Pattern
[9] have been assessed. The main idea of LBP is to describe
the texture of grayscale images extracting their local spatial
structure. For each pixel, a pattern code is computed by
comparing its value with the value of its neighbours:

LBPP,R =
P−1∑
p=0

s(gp − gc)2
p , s(x) =

{
1 if x ≥ 0
0 if x < 0

(5)

where gc is the value of the central pixel, gp is the value of
its neighbour p, P are the number of neighbours and R is the
radius of the neighbourhood. Afterwards, the whole image is
characterised by means of a histogram of its LBPs.

Furthermore, LOSIB has been assessed in combination
with some variants of LBP, such as adaptive LBP (ALBP)
[13], LBP variance (LBPV) [11] and Complete LBP (CLBP)
[?]

D. LOSIB normalization

In order to adjust the weight of both the texture descriptor
and the LOSIB vector, a weighted concatenation has been
performed (see equation (6)).

Xfinal = [w1 ·X, w2 · LOSIB] (6)

where X is the classical descriptor, w1 and w2 are the weighted
factors of the classical descriptor and the LOSIB, respectively,
and Xfinal is the final (i.e. enhanced) descriptor. Several tests
have been carried out to determine the optimal configuration
obtaining the best results with weights w1 = 1 and w2 = Δ
where Δ is obtained using the equation (7).

Δ = 10νD−νL (7)

where νD and νL are the highest orders of magnitude in the
classical descriptor and in LOSIB, respectively.

III. EXPERIMENTS

A. Texture datasets

1) KTH-TIPS 2a dataset: KTH-TIPS 2a dataset is com-
posed by 4752 images for material categorization [14]. It
contains 11 materials (lettuce, brown bread, white bread,
aluminium, corduroy, cork, cotton, cracker, linen, wood and
wool) with 108 images for four different samples from each
material resulting in 432 images per class. All samples were
taken at 3 poses, 4 different illumination conditions and 9
scales. All this variations make a very challenging dataset. In
figure 4 some examples of textures under different conditions
are shown.

Fig. 4. Examples of some images of the KTH-tips 2a dataset under different
scales and illumination. From top to bottom: Brown bread, cotton, wool and
lettuce leaves.

2) Brodatz32 dataset: Brodatz32 [19] is a subset of 32
images (each image forms a class) of the original Brodatz
dataset. It is composed of 2048 sub images (64 images per
class) which comprise the following subsets with all the images
of 64 × 64 pixels: 16 “original” images, 16 rotated versions
of the “original” images, 16 scaled versions of the “original”
images and 16 rotated and scaled versions of the “original”
images. As a preprocessing step, all the images in the dataset
have uniform gray level histogram. In figure 5 we can see
examples of each of the 32 “original” images.

Fig. 5. Brodatz dataset examples of each class.

B. Experimental setup

1) KTH-TIPS 2a dataset: The experimental setup used for
the KTH-TIPS 2a dataset is the standard protocol developed
by Caputo et al and used in several works [14], [17]. It consists
of taking one of the samples of each material for test and the
rest for training, which conforms a more challenging setup
than dividing the images randomly between training and test.
In this work, we carried out four classifications using this
method to increase its robustness, one classification using each
texture sample as the test set. The mean of the hit rate in
each iteration was computed. We have used a Support Vector
Machine (SVM) with the one-vs-one paradigm to classify the
images. We have selected the Least Squares training algorithm
and a polynomial kernel of order 2. We have also classified
with a non parametric k-Nearest Neighbour (kNN) algorithm.

2) Brodatz32 dataset: The setup of the Brodatz32 exper-
iments is quite similar to the KTH-TIPS 2a one. However,
Brodatz32 does not have different samples in each class so
we have used a 4-fold cross validation in order to avoid
randomness, extracting the average as the final accuracy result.
In this way, we have used a 75% of images as training set
and the remaining 25% as the test set. A SVM trained with
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Least Squares and a polynomial kernel with order 2 to find
the decision boundary has been used. Since the dataset is
multiclass, a one-vs-one paradigm has been used.

C. KTH-TIPS 2a dataset results

The first experiment deals with the classification of KTH-
TIPS 2a using a one-vs-one SVM paradigm and it demon-
strates that the LOSIB enhancer improves the hit rate over all
the classical descriptors. Three configurations of LOSIB have
been evaluated: LOSIB(1,8), LOSIB(2,16), and a concatena-
tion of both (which will be called LOSIB(1,8)+LOSIB(2,16)).
Figure 6 depicts the results using the classical global descrip-
tors. It is specially remarkable the cases of the Hu, Legendre,
Flusser and Zernike moments. They yield a poor performance
by themselves alone, but LOSIB makes their accuracy to
increase more than a 50% in all cases (161% in the case of the
Hu moments) The best hit rate is 63.33%, obtained by Haralick
and LOSIB(1,8)+LOSIB(2,16). The improvement of the most

Fig. 6. Results on the KTH-TIPS 2a dataset using the global descriptors and
the combination with the LOSIB(1,8), the LOSIB(2,16) and both of them.

recently used global descriptors is clearer shown in figure 7.
Methods based on the Haralick features, computed from the
co-occurrence matrix of the texture directly (called Haralick),
or from the Wavelet response (called WCF4 and WCF13
[3]) obtain better results with the LOSIB(1,8)+LOSIB(1,16),
outperforming the descriptor in a 16.81% with WCF4. How-
ever, using the Wavelet Statistical Features (WSF) the best
improvement was obtained with just the LOSIB(2,16) (6,91%).
The amelioration of LOSIB with local descriptors of the LBP
family on KTH-TIPS 2a are slightly lower than the ones
obtained with the global descriptors but they achieved better
performance than by themselves alone.

In figure 8 the hit rate obtained in all the tests carried out
is shown. The best hit rate was 71.44%, achieved with CLBP
and LOSIB(1,8) but the higher improvement was obtained
with LOSIB(1,8) and LBPV. LBP descriptor achieved lower
hit rates when it is combined with LOSIB(1,8) (65.11%) and
LOSIB(2,16) (65.17%), rather than by itself alone (65.53%),
but obtains better results with the concatenation of both of
them (66.83%).

In figure 9 we can clearly see the improvement of LOSIB
in relation to the LBP descriptors. As we said before, the

Fig. 7. Improvement of the most used global descriptors in the last years.

Fig. 8. Results on the KTH-TIPS 2a dataset using the LBP descriptors and
the LOSIB(1,8), LOSIB(2,16) and LOSIB(1,8)+LOSIB(2,16).

LBP descriptors are just outpeformed by the combination of
LOSIB(1,8)+LOSIB(2,16), but the hit rate of all the others is
increased on the three experiments. The higher improvement
reaches a 8.28% with LOSIB(1,8) and LBPV.

Fig. 9. Improvement of LOSIB with the LBP local descriptors.

In table I the numerical results are shown.

The good performance of our LOSIB enhancer is confirmed
by the classifications carried out by the k-NN classifier. Once
again, the hit rate of all descriptors is increased when they
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are combined with the three boosters assessed (LOSIB(1,8),
LOSIB(2,16) and LOSIB(1,8)+LOSIB(2,16). In figure 10 we
can see the results obtained with k-nearest neighbours using
the Chi Square distance metric. The best improvement was
achieved with the global descriptors while the best result was
obtained using ALBP with a hit rate 62.10% when combining
it with LOSIB(1,8)+LOSIB(2,16).

Fig. 10. Results using kNN on the KTH-TIPS 2a dataset. In the left, the
global descriptors combined with LOSIB and in the right the local LBP family.

D. Brodatz32 dataset results

In order to assess the robustness of the LOSIB, more tests
have been carried out using Brodatz32. In that case, one-vs-
one SVM have been used with a 4-fold strategy. The results
are shown in figure 11. In all the cases, the LOSIB booster
enhance the results of the descriptors, being the best hit rate
91.06%, with LBPV and both LOSIB vectors. The higher
difference was obtained again in the Haralick descriptor with
an improvement of 52.29% using LOSIB(1,8)+LOSIB(2,16).In
table II the numerical results are summarised.

Fig. 11. Results using SVM on the Brodatz32 dataset. In the left, the global
descriptors combined with LOSIB and in the right, the local LBP family with
and whitout LOSIB.

IV. CONCLUSIONS

A new texture booster has been developed in order to
enhance global and local descriptors (e.g. Wavelet-based fea-
ture vectors and Local Binary Pattern, respectively). Local
Oriented Statistical Information Booster (LOSIB) extracts the
local oriented information of the image, taking into account
the means of the gray value differences of the pixels and
their neighbours along different orientations. Two different
parameters: radius of the neighbourhood and number of neigh-
bours, give LOSIB more reliability and robustness adapting
the method to different kinds of images and problems. Several

classical methods have been evaluated by themselves alone and
also concatenated with LOSIB with three different parameter
combinations: the first one, using eight neighbours with a depth
of one pixel; the second one using sixteen neighbours with a
depth of two pixels and the third one combining both of them.
Results have shown that combining the descriptors with LOSIB
increases the performance of the classification. Two datasets
have been used, KTH-TIPS 2a and Brodatz32, obtaining better
results in all the cases except when combining LBP with
LOSIB(1,8) and LOSIB(2,16) separately, but outperforming
always the hit rate when both of them were concatenated
together. Two different classification methods have been tested
in order to give more credibility to the results. A one-vs-
one SVM approach with a polynomic kernel of order two
and a weighted k-nearest neighbour variant. The best results
were achieved with the Complete Local Binary Pattern method
combined with LOSIB(1,8) obtaining a 71.44% of hit rate in
KTH-TIPS 2a and using LBPV and LOSIB(1,8)+LOSIB(2,16)
on Brodatz32 with a 91.06% of hit rate. While the best
performance was achieved using local descriptors, the best
improvement was obtained when LOSIB was combined with
global descriptors, as they complement each other mixing local
and global information. In conclusion, a new local texture
booster has been developed which combined with all the
studied descriptors outperforms the classification in all cases
resulting in a very promising method.
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TABLE I. PERFORMANCE OF THE LOSIBS COMBINATIONS WITH THE GLOBAL AND LOCAL DESCRIPTORS ON THE KTH-TIPS 2A DATASET

CLASSIFYING WITH SVM IN %.

Descriptor Haralick Hu Zernike Flusser Legendre Statistical WCF13

Alone 59.95±2.57 20.22±2.97 23.88±1.54 22.87±5.91 21.86±4.76 40.13±5.06 49.56±4.23
LOSIB(1,8) 61.78±5.51 49.49±5.67 37.42±4.19 44.19±5.37 44.30±7.03 55.37±6.98 54.08±3.76
LOSIB(2,16) 63.15±4.37 50.40±4.97 39.84±3.34 45.16±4.36 45.79±6.05 57.15±6.18 55.07±4.10
LOSIB(1,8)+LOSIB(2,16) 63.32±2.96 52.90±4.16 40.13±4.13 49.60±4.14 48.02±6.75 58.22±3.31 55.28±3.37

Descriptor WCF4 WSF LBP ALBP CLBP LBPV

Alone 49.18%±4.39 58.14±2.98 65.53±3.61 65.97±5.63 67.53±3.17 62.27±5.81
LOSIB(1,8) 55.68%±6.66 61.07±4.31 65.11±7.98 66.29±7.98 71.44±5.16 67.42±8.21
LOSIB(2,16) 57.45%±6.62 62.16±4.79 65.17±8.32 66.54±8.24 70.79±5.50 66.90±8.38
LOSIB(1,8)+LOSIB(2,16) 57.51%±5.74 61.55±4.25 66.84±8.00 66.58±8.56 70.83±5.59 67.32±6.73

TABLE II. PERFORMANCE OF THE LOSIBS COMBINATIONS WITH THE GLOBAL AND LOCAL DESCRIPTORS ON THE BRODATZ32 DATASET CLASSIFYING

WITH SVM IN %.

Descriptor Haralick WSF WCF13 WCF4 LBP ALBP LBPV CLBP

Alone 56.59±5.45 65.47±3.66 76.76±2.80 82.81±1.77 74.90±2.51 79.39±3.48 85.10±3.25 81.88±2.23
LOSIB(1,8) 84.13±1.42 71.58±3.21 80.03±3.15 87.70±2.29 85.89±3.87 86.18±3.43 87.65±3.19 83.84±2.11
LOSIB(2,16) 85.64±2.08 74.27±3.03 83.44±2.85 88.28±3.38 87.35±2.43 88.18±3.51 90.28±3.13 87.70±1.66
LOSIB(1,8)+LOSIB(2,16) 89.01±2.20 77.15±3.21 83.94±2.45 89.06±3.00 88.18±2.58 88.57±2.29 91.06±4.04 87.55±2.03
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