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Abstract

We extend the PCT (Pseudo Census Transform)-
based appearance model [3] to ranking-based ap-
pearance model for face alignment. The PCT-based
weak ranking function is learned using RankSVM, and
the ranking appearance model (RAM) is constructed
in a boosting manner. Experiments show that the
PCT-based RAM is more robust and generalize better
than the PCT-based boosted appearance model (BAM).
The PCT-RAM achieves about 23% improvement when
tested on unseen data. We also investigate different
sampling strategies for the learning to rank problem
and find out that random permutation achieves similar
results as using adjacent ordering pairs. The alignment
results do not decrease significantly when only one or-
dinal pair is used for each direction.

1 Introduction
Face image registration is an essential step for fur-

ther facial analysis such as identification, expression
recognition, age estimation, etc. Among various tech-
niques, alignment using deformable model has been
attracted the researchers since the invention of Ac-
tive Shape Model (ASM) [2] and Active Appearance
Model (AAM) [1]. Numerous successful application
systems have been developed based on the deformable
model. Despite of that, issue of generalization on un-
seen data or unmatched condition is still an open prob-
lem, due to variation factors such as illumination, ex-
pression, occlusion and image quality.

As one of the early deformable models, the ASM
models the distribution of target’s shape and profile
texture. An important extension of the ASM is the
AAM [1], in which the texture inside the shape convex
hull is modeled as appearance of face. The model com-
bines constraints on both shape and texture by learning
generative statistical models. However, as claimed and
demonstrated in [7], AAM suffers from generalization
problem due to generative appearance modeling.

Several attempts have been proposed to tackle the
generalization problem. Most solutions tend to build
discriminative appearance models to replace the gen-
erative model. For example, [11] learn discrimina-
tive appearance model via boosted regression. While
in [7], the author proposed a boosted appearance
model (BAM) based on boosting weak classifiers using
Haar feature. The resulting discriminative model is able
to distinguish between correct and incorrect alignment.
Fitting a BAM is done by maximizing the strong classi-
fier score function subject to the model shape parame-
ters. This model is further extended in [3], in which the
PCT feature is used for boosting a more robust appear-
ance model against illumination changes.

Boosting discriminative models based on classifica-
tion has its own drawback as the positive and negative
samples are highly imbalanced. Furthermore, the re-
sulting score function does not guarantee of smooth-
ness and concaveness in the neighborhood of the real
solution. Optimizing such a score function with local
optimizer is prone to local maxima. In [12, 13], ranking
based appearance models are investigated by boosting
the score function in an ordinal regression way. This
model ensures that the score function returns higher
value, if the current alignment is closer to the ground
truth than the others in the shape parameter space. Lo-
cal optimizer benefits from such model as the gradient
of the learned score function is constrained to be the
same as the direction towards the ground truth.

In this work, we learn a ranking-based appearance
model using the PCT features due to its robustness to il-
lumination changes and fast training procedure. Differ-
ent sampling strategies are investigated for the learning
to rank problem. We find out that random permutation
performs similarly to the method using adjacent order-
ing pairs. Experiments show that face alignment using
the PCT-based RAM is more robust than the PCT-based
BAM. It is also interesting to observe that boosting with
only one random ordinal sample per direction already
performs as good as using all adjacent pairs.
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Figure 1: (a) A shape-free face image; (b) 9 PCT filter
masks, the top left filter mask corresponds to the kernel
defined in Eq. (1); (c) PCT-filter responses of a shape-
free image.

2 Methodology

2.1 Shape Model

We use a linear shape model to describe the distribu-
tion of the shape of faces: s = s0 +

∑n
i=1 pisi, where s

is a shape vector represented with a set of landmarks by
stacking the coordinates of each. s0 is the mean shape,
si is the i-th shape basis, and p = [p1, p2, . . . , pn]>

is the shape parameter. The mean shape and the shape
basis can be learned from a labeled training set of face
images via Principal Component Analysis (PCA).

2.2 Appearance Model based on PCT Feature

With Delauney triangulation, the mean shape s0 and
the shape s are triangulated to a base mesh and an in-
stance mesh. A non-linear mapping function W(x;p)
is defined with a piece-wise affine warping, which maps
pixel x defined in the instance shape to the mean shape.
A shape-free image I(W(x;p)) (Figure 1(a)) is ob-
tained by warping a face image I with such a warping.

The appearance model is a collection of m features
computed over the shape-free face image I(W(x;p)).
We use the PCT feature [3] for building our appearance
model due to its robustness to lighting variations. The
PCT feature ϕ = (ϕ1, . . . , ϕK)> is a K dimensional
vector extracted from the pixel values in a

√
K ×

√
K

neighborhood centered at x = (r, c), and subtracted
with local mean. We used a fixed K (K = 9) as in [3].
The PCT feature ϕ is obtained by ordering the K filter
responses of a filter bank plotted in Figure 1(b) at po-
sition (r, c). The mask of the first filter is defined as:

T0 =

 8/9 −1/9 −1/9
−1/9 −1/9 −1/9
−1/9 −1/9 −1/9

 . (1)

The rest of the filter masks are defined accordingly by
shifting the position of the value 8/9 in the matrix (see
Figure 1 (b), white corresponds to the positive element
and gray corresponds to the negative elements). Note
that the responses of the filters are equivalent to the PCT
feature values. This enables us to define K image tem-
plates Ak=1,...,K with the filter mask placed at position

x = (r, c) for one PCT feature. The inner product be-
tween the template and the warped image is equivalent
to computing the filter responses:

ϕk = A>
k I(W(x;p)) = Tk ∗ I(W(x;p)), k = 1, . . . ,K.

(2)

2.3 Ranking Model for Face Alignment

A ranking model is considered to be a good option
to learn a local maximum free objective function. The
model suppose to return higher value, if the correspond-
ing shape parameter is closer to the ground truth than
the other one:

F (p2) > F (p1)⇐⇒ p2 � p1, (3)

where p2 � p1 means p2 is superior to p1 or ‖p2 −
p0‖ < ‖p1 − p0‖, p0 corresponds to the shape param-
eter of ground truth. Eq. (3) ensures that the learned
ranking model is a unimodal objective function with its
maximum located exactly at p0.

In [3], linear SVMs are applied as weak classi-
fiers. To learn individual weak rankers, we adopt
RankSVM [4] with linear kernel. We used the im-
plementation in [6] for training weak rankers. The
RankSVM is formulated as a margin bound ordinal re-
gression problem, which tries to maximize the soft mar-
gin with constrained quadratic programming:

min ‖~w‖2 + C
∑N

`=1
ξ` (4)

s.t. ξ` ≥ 0, z`

〈
~w, ~x`

(1) − ~x`
(2)

〉
> 1− ξ`, (5)

where z` is a label defined as:

z` =

{
+1 ~x`

(1) � ~x`
(2)

−1 ~x`
(1) ≺ ~x`

(2)

As with in [12], we applied Gentleboost for boosting
weak rankers. Eq. (3) suggested that the ranking func-
tion F can be formulated as a classification problem.
More precisely, if we define a classifier H(p1,p2) =
sign[F (p2) − F (p1)], then H(p1,p2) = +1 if p2 �
p1, else H(p1,p2) = −1. Note that here we ignore
the tie case. The classifier H implies whether or not
switching from p1 to p2 constitutes an alignment im-
provement. In the boosting framework, we assume H
to be an additive model: H =

∑M
m=1 h(p1,p2), where

hm(p1,p2) = fm(p2)− fm(p1). fm is the m-th weak
ranking function, which is defined as:

fm(p) =
1

π
atan(wm>S(ϕm)− tm). (6)

Since the weak ranking function fm(p) is continuous
within (−0.5, 0.5), the atan() function is used to en-
sure both discriminability and derivability. The S() is

1117



Algorithm 1: PCT-RAM Learning
Data: Training samples, with labels {z` = +1}
Result: The alignment score function F

1 Initialize the weights w` = 1
N and the score

function F = 0
2 foreach m=1,. . . , M do
3 Fit fm with weighted least squares, such that

fm = arg min
f

∑
`
w`(z` − h(x`))

2 (8)

4 where h(x`) = f(x
(1)
` )− f(x

(2)
` )

5 F ←− F + fm
6 w` ←− w` exp(−z`hm(x`))
7 Normalize the weights such that

∑
` w` = 1

8 return F =
∑M

m=1 fm

a sigmoid function, which normalizes the raw PCT fea-
ture values into a range of (0, 1). The linear projec-
tion vector wm is learned with RankSVM. The thresh-
old tm needs to be determined during boosting. The
strong ranking function is again assumed to be an addi-
tive model:

F (p)=̇
∑M

m=1
fm(p). (7)

To learn the strong ranking function F , we sam-
ple ordering pairs from a training dataset containing
D facial images with annotated landmarks. For each
of the training image, we randomly perturb the ground
truth pi in U different directions {∆piu}u=1,...,U . In
each direction, we evenly sampled V shape parameters
{pi + v × ∆piu}v=1,...,V . For each direction, we can
generate V ordinal adjacent pairs using the samples in-
cluding the ground truth. In totalN = D×U×V ordi-
nal pairs are generated from the training set. We denote
each of the pairs as {x` = (x

(1)
` , x

(2)
` }`=1,...,N , where

x
(1)
` � x

(2)
` and their corresponding label z` = +1. In

addition to use adjacent ordinal pairs as training sam-
ples, we also employ another sampling strategy by ran-
domly generating R ordinal pairs out of V + 1 samples
in each direction. The boosting procedure is summa-
rized in Algorithm 1. Eq. (8) denotes that in each it-
eration a weak ranking function fm is found by fitting
weighted least squares. Fitting the learned model to a
novel image is done by maximizing the score function
(Eq. 7) in the sense of gradient ascent.

3 Experiments
The images for evaluating the proposed method are

collected from multiple publicly available databases,
including the FRGC v2.0 database [8], the FERET
database [9], the IMM database [10], and the Labeled
Faces in the Wild (LFW) database [5]. The collected

Table 1: Summary of the dataset.
FRGC FERET IMM LFW

Images 589 200 240 500
Subjects 200 200 40 500
Variation Fron., expr. Pose Pose, expr. All
Set 1 200 200
Set 2 389
Set 3 240
Set 4 500

images are partitioned distinctively into four subsets.
Table 1 lists the properties of each database and par-
tition. We use Set 1 as training set to build a ranking
appearance model and test the model fitting on all four
datasets. This setting ensures that we have two levels
of generalization to be tested, i.e., Set 2 is tested as the
unseen data of seen subjects; Set 3 and 4 are tested as
the unseen data of unseen subjects. There are 58 manu-
ally labeled landmarks for each of the 1529 images. The
images are down-sampled such that the facial width is
roughly 40 pixels across the set.

For the first experiment, we compare the proposed
PCT-RAM to PCT-BAM [3]. Using Set 1, we train a
shape model with 15 components preserving 95% of
shape variations. The size of shape-free images has
30 × 30 pixels. For each image we select U = 10
randomly perturbed directions and in each direction
V = 6 positions are evenly sampled. Including the po-
sition at ground truth, in total 6 adjacent ordinal pairs
can be generated. The overall training sample includes
N = 24000 (400× 10× 6) ordinal pairs. The resulting
ranking appearance model learn 100 weak rankers.

In testing, we randomly perturb ground truth land-
marks at different Gaussian noise levels for initializing
each alignment. We repeat the random perturbation for
each noise level multiple times on each test image in
order to perform a statistical evaluation of the result.
A fitting is considered as converged if the Root Mean
Square Error (RMSE) between the aligned landmarks
and the ground truth is less than one pixel. The Av-
erage Frequency of Convergence (AFC) is used as an
evaluation metric, which assesses the robustness of the
alignment. The metric AFC is calculated as the number
of converged trials divided by the total number of trials.
We apply the same termination condition for the fitting
procedure as in [3].

Figure 2 plots the AFC rates of the PCT-RAM, PCT-
BAM and MS-PCT-RAM (multi-scale model as in [3])
with respect to different levels of initial landmarks per-
turbation, computed over Set 1, 2, 3, and 4, respectively.
Improvement on fitting robustness is clearly observed in
these plots. The AFC rates increase about 8.5%−22.7%
on different datasets at 1.6σ noise level. The most no-
ticeable performance gain is the test on the Set 3, which
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Figure 2: Alignment results of three algorithms on Set
1, Set 2 (first row) and Set 3, Set 4 (second row).
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Figure 3: AFC results on different datasets with increas-
ing number of randomly sampled ordinal pairs.

implies that the PCT-RAM has much better generaliza-
tion ability than the PCT-BAM on unseen data of un-
seen subjects. To improve alignment on Set 4 is diffi-
cult probably due to the limitation of the shape model
learned on the Set 1. The MS-PCT-RAM improves the
alignment further as it learns additional features on mul-
tiple scales of the shape-free image.

In the second experiment, we found out that using
random permutation of ordinal pairs as training samples
for boosting works almost as good as using adjacent
pairs. Figure 3 plots the AFC results at 1.6σ noise level
with the models trained withR = {1, 5, 10, 15, 21} ran-
dom ordinal pairs per direction. The fitting performance
of a model trained with only one ordinal pair per direc-
tion does not degenerate much. In fact, the mean AFC
rate varies slightly with increasing number of ordinal
training pairs used. However, the variance of the AFC
rates decrease when R increases.

4 Conclusions
We investigated a deformable appearance model for

face alignment based on boosting a strong ranking func-

tion. The function is an additive model which is com-
posed of a set of weak rankers based on PCT features
and are learned using RankSVM. Having the learned
appearance model, we align the face model to novel
face images by maximizing the ranking function with
a local optimizer. We conducted experiments on four
different datasets and the results show that our method
is superior to the PCT-BAM. We further learn the rank-
ing function based on random sampling of ordinal pairs.
Experiments show that the robustness of fitting is in the
same order as the methods of using adjacent pairs.
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