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Abstract

Representing a video by a set of key frames is use-
ful for efficient video browsing and retrieving. But key
frame extraction keeps a challenge in the computer vi-
sion field. In this paper, we propose a joint framework
to integrate both shot boundary detection and key frame
extraction, wherein three probabilistic components are
taken into account, i.e. the prior of the key frames, the
conditional probability of shot boundaries and the con-
ditional probability of each video frame. Thus the key
frame extraction is treated as a Maximum A Posteriori
which can be solved by adopting alternate strategy. Ex-
perimental results show that the proposed method pre-
serves the scene level structure and extracts key frames
that are representative and discriminative.

1 Introduction

There are millions of cameras over the world captur-
ing a gigantic amount of video data every day and raises
a new challenge: the mass storage and frequent retrieval
lead to temp-spatial cost inevitably. Hence it is valuable
to allow people to retrieve or gain certain perspectives
of a video without watching all the video data.

To maximally transfer the cues from the video into a
limited number of key frames, Zhang et al. [5] proposed
selecting a key frame if its histogram significantly dif-
fers from the previous selected one. This method fails to
guarantee the representativeness of the key frames. By
representing each frame as a color histogram, Zhuang et
al. [6] clustered the frames of a video into several clus-
ters, and further obtained a key frame to describe each
cluster. This algorithm totally ignored the temporal in-
formation, which is very important for key frame repre-

sentation. Won et al. [4] detected video shot boundaries
using the luminance variance. Their method is based
on the difference of modelling errors of an ideally mod-
elled transition. Cernekov et al. [1] firstly detected shot-
s and then extracted key frames using mutual informa-
tion and the joint entropy. Kelm et al. [2] segmented
video into shots by detecting gradual and abrupt cut-
s, and extracted key frames using visual attention fea-
tures. Sun et al. [3] extracted key frames at the peaks of
the distance curve of color distribution between frames.
These methods rely on effective shot boundary detec-
tion. Unfortunately, shot boundary detection is data de-
pendent, and it is difficult to obtain accurate detection
on different videos. Furthermore, even having gotten
semantic shots, the algorithms cannot guarantee each
shot involves a unique qualified key frame.

In contrast to the previous algorithms which first-
ly detect shot boundaries and then extract key frames
based on the division, to solve or at least reduce the
aforementioned problems, we propose a joint frame-
work to integrate both shot boundary detection and key
frame extraction by a probabilistic model. The pro-
posed algorithm is designed to divide a video into fixed
number of shots and to select a key frame for each
shot such that the selected key frames are best match-
ing to the original video. This formulation enables the
shot boundary detection and key frame extraction ben-
efit from each other. And the key frame extraction is
treated as a Maximum A Posterior problem which can
be solved by adopting alternate strategy.

2 A Probabilistic Model for Representing
Video by Key Frames

For frame-based video summarization and retrieval,
shot boundary detection is usually taken as the first
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step before key frame extraction. And these two pro-
cesses are carried out independently. Different from
such conventional approaches, we unify them by us-
ing a probabilistic model. As illustrated in Figure 1,
both shots and key frames are taken into account to
represent a video. And by the chain rule of probabil-
ity, a joint framework can be defined as P (S,K, V ) =
P (K)P (S|K)P (V |S,K).
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Figure 1. The proposed joint framework.

Given an observed video V = {vi, i = 1 . . . N} with
N frames, the goal is to detect M shot boundaries S =
{si, i = 0 . . .M} and extract key frames K = {ki, i =
1 . . .M} from the shots. si is the ith shot boundary and
the frames with index between si−1 and si belong to the
ith shot. s0 and sM are always set to be 1 and N + 1
respectively. The joint framework can be formulated by
the following MAP framework:

(S∗,K∗) = max
(S,K)

P (S,K|V ) (1)

where P (S,K|V ) = P (K)P (S|K)P (V |S,K).
P (K) is the key frame prior, P (S|K) is the condition-
al probability of shot boundaries, and P (V |S,K) is the
conditional probability of a video. Since the choices of
K and S are coupled, it is intractable to compute them
in general. We can adopt an alternate optimization s-
trategy, and solve the problem by iterating the following
two updating steps:

S(t+1) = argmax
S

P (S|K(t))P (V |K(t), S) (2)

K(t+1) = argmax
K

P (K)P (S(t)|K)P (V |K,S(t)) (3)

Eq.2 and Eq.3 respectively correspond to shot
boundaries detection and key frames extraction. We
firstly describe their common factor P (V |S,K), and
then give a detailed explanation of these two equations
in Section 2.1 and 2.2 respectively.

P (V |S,K) is the conditional probability of video
from its key frames and shot boundaries. We assume
that a frame in the original video, based on its shot, is

independently matched to a key frame:

P (V |S,K) =
M∏
i=1

Si−1∏
j=Si−1

P (vj |ki) (4)

The conditional probability of a single frame is de-
fined as:

P (vj |ki) = exp(−λgd(vj , ki)) (5)

where d(vj , ki) is the Chi-square distance between the
color and texture histograms of two frames. The simi-
lar the two frames, the smaller the distance, the greater
the generation probability. λg is a scale factor. We can
rewrite Eq.4 into energy form:

P (V |S,K) = exp(−Eg(V |S,K)) (6)

where

Eg(V |S,K) =
M∑
i=1

Eg,i−(V |ki) + Eg,i+(V |ki) (7)

Eg,i−(V |ki) = λg

L(ki)−1∑
j=si−1

d(vj , ki) (8)

and

Eg,i+(V |ki) = λg

si−1∑
j=L(ki)

d(vj , ki) (9)

where L(ki) indicates the location of the ith key frame
in the video, thus: vL(ki) = ki.

2.1 Shot Boundary Detection

Shot boundary detection is based on Eq.2, which has
two factors: P (S|K) and P (V |S,K). The later one, as
mentioned before, can be written in an energy form. We
here analyze the conditional probability P (S|K).

As defined before, the ith shot boundary is located
between ki and ki+1 . Given ki and ki+1, the choice of
si is assumed conditional independent:

P (S|K) =
M−1∏
i=1

P (si|ki, ki+1) (10)

Furthermore, since the prior of the conditional prob-
ability P (si|ki, ki+1) is unknown, we simply assume
that given ki−1 and ki, si is uniformly chosen between
the locations of two key frames:

P (si|ki, ki+1) ={ 1
L(ki+1)−L(ki)

L(ki) < si ≤ L(ki+1)

0 otherwise
(11)
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We can rewrite Eq.10 into energy form:

P (S|K) = exp(−Es(S|K)) (12)

where Es(S|K) =
∑M−1

i=1 Es,i(si|ki, ki+1) and

Es,i(si|ki, ki+1) = (13){ 1
log(L(ki+1)−L(ki))

L(ki) < si ≤ L(ki+1)

∞ otherwise

When K is fixed to be K(t), the minimization of E-
q.2 is equal to minimize the energy form:

S(t+1) = argmin
S

(
Eg(V |K(t), S) + Es(S|K(t))

)
(14)

and

∀i ∈ {1 . . .M − 1}, s
(t+1)
i = (15)

argmin
si

(
Eg,i−(V |k(t)i+1)+

(Eg,i+(V |k(t)i ) + Es,i(si|k(t)i )
)

which can be solved through a linear search.

2.2 Key Frame Extraction

Key frame extraction is based on Eq.3, which has
three factors: P (K), P (S|K) and P (V |K,S). Since
we have no prior knowledge about the key frames, we
can firstly apply Bayesian theorem:

P (K)P (S|K) = P (K|S)P (S) (16)

When S is fixed, P (S(t)) is a constant, and we only
need to analyze P (K|S). Generally, successive similar
key frames are regarded redundant, so we want a key
frame is discriminative enough when compared with its
adjacent next and previous frames. Then P (K|S) can
be formulated as the following Markov Random Field:

P (K|S) = 1

Zb

M∏
i=1

δi · ed(ki−1,ki)+d(ki+1,ki) (17)

δi =

{ 1
si−si−1

si−1 ≤ L(ki) < si
0 otherwise

(18)

Here δi is constructed to constrain that the ith key frame
is selected from the ith shot. We can rewrite Eq.17 into
energy form:

P (K|S) = exp(−Eu(K|S)−Ed(K)− logZb) (19)

where

Eu(K|S) =
M∑
i=1

Eu,i(ki|si−1, si) (20)

Eu,i(ki|si−1, si) = (21){
log(si − si−1) si−1 ≤ L(ki) < si
0 otherwise

and

Ed(K) =

M∑
i=1

Ed,i(ki|ki−1, ki+1) (22)

Ed,i(Si|Si−1, Si+1) = −d(ki−1, ki)− d(ki+1, ki)
(23)

To optimize K is equal to minimize the following
energy function:

K(t+1) = argmin
K

(
Eu(K|S(t))+ (24)

Ed(K) + Eg(V |K,S(t))
)

Algorithm 1 Gibbs Sampling for Key Frame Extraction

Input: V , S(t).
Output: K.

1: Initialize the key frames:

k̄i = argmin
ki

Eg,i−(V |ki) +

Eg,i+(V |ki) + Eu,i(ki|s(t)i−1, s
(t)
i )

2: repeat
3: for each frame in each shot do
4: Calculate its posteriori as a key frame:

P (ki = vj | ¯ki−1, ¯ki+1, S
(t), V ) =

1

Zi
exp

(
−Eg,i−(V |ki)− Eg,i+(V |ki)−

Eu,i(ki|s(t)i−1, s
(t)
i )− Ed,i(ki, ¯ki−1, ¯ki+1)

)
where 1

Zi
is the normalized factor.

5: end for
6: Discretely Sample a frame as the key frame for

each shot.
7: Update K̄ to the new selected ones
8: until no k̄i changes or the algorithm reaches e-

nough iterations
9: Return K(t+1) = K̄

We use a Gibbs Sampling algorithm which calculates
a posteriori for each candidate position and samples the
key frames following their posteriori probability distri-
butions.
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sequence F.N. S.N. AC. AC. of [2]
news report 2500 25 98.3 90.5
traffic surveillance 3000 30 80.3 65.5
sports 1500 15 82.3 72.5
movie 10000 100 62.1 42.9

Table 1. The information and the quantita-
tive comparisons on four sequences.

3 Results and Discussions

We tested the proposed algorithm on 4 differen-
t video sequences, including a news report sequence,
a traffic surveillance sequence, a sports sequence and a
movie sequence. The number of key frames/shots is set
to be 1% of the total frame number. We can then get the
segmentation accuracy of the algorithm through com-
paring with the human annotation ground truth. Frame
numbers (F.N.), shot numbers (S.N.), the accuracy (Ac.)
of the proposed method and the accuracy of a indepen-
dent shot boundaries detection algorithm [2] are shown
in Table 1.

Part of the key frames of the TV news report se-
quence are shown in Figure 3(a). Figure 3(b) shows
the key frames of the traffic surveillance sequence. Al-
though the shot boundaries of the traffic surveillance
scene are not apparent and it is harder to use key frames
to represent this video sequence, our algorithm can ex-
tract representative and discriminative key frames. The
first key frame corresponds to parallel vehicle flows,
while the second key frame is associated to the phase
when the right traffic queue ends. The third to the fourth
key frames represent that pedestrians walk across the
right side and wait in the middle of the street. The fifth
key frame shows that the left traffic queue ends and the
pedestrians walk across the left side of the street. The
sixth key frame represents that some vehicles in the
right side turn to the left after the pedestrians. A new
cycle begins from the seventh key frame. Compared
to the previous independent shot boundaries detection
method, e.g. [2], the proposed algorithm is more con-
sistent with the results provided by a human annotator.

4 Conclusions

Aiming at representing a video by its key frame set,
we propose a novel probabilistic framework to unify the
detection of shot boundaries and the extraction of key
frames. The proposed algorithm can automatically di-
vide a video into semantic shots and extract a key frame
for each of the shot. Our method outperforms the previ-
ous ones by coupling the processes of shot boundaries

1) 

2) 

3) 

(a) The news report sequence.

1) 

2) 

3) 

(b) The traffic surveillance se-
quence.

Figure 2. Comparison results: (top) exam-
ple key frames and (1) shot boundaries
detected by the proposed method, (2) hu-
man annotation ground truth and (3) inde-
pendent shot boundaries detection [2].

detection and key frames extraction.
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