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Abstract

In this study, we address the issue on multilevel ob-

ject recognition. The multilevel object recognition is ob-

ject recognition in various levels, that is, simultaneous

recognition of its instance, category, material, etc. At

each level, many recognition methods have been pro-

posed in the literature. Therefore it is straightforward

to design a multilevel object recognition system using

conventional methods independently. However, these

“levels” are related each other and form hierarchical

structure. Hence the recognition performance can be

improved by considering consistency of the recognition

results at all levels. To model the consistency, we formu-

late the problem as finding the Viterbi path in a Markov

model, since the consistent recognition results can be

thought of as the most likely sequence of the states. We

implemented the proposed multilevel object recognition

system and evaluated it to show validity.

1. Introduction

With developments in technology, robots have been

used in a variety of environments for various purposes

in recent years. The domestic service robots can carry

out various tasks by employing a visual recognition sys-

tem in various levels, such as instances, categories, and

materials. In the cleaning task, for instance, the robot

should recognize material of the object as well as its cat-

egory and/or the instance in order to separate garbage.

Of course, a number of research have been made on ob-

ject recognition [1]. However, few researchers address

the multilevel object recognition. In fact, the recogni-

tion result at each level is not independent but deeply

related each other. Moreover, the relationship is in a

form of hierarchical structure.

This paper presents a system which enables object

recognition in various levels (i.e. instances, categories,

and materials) consistently. Multiple cues, such as col-

ors, textures, 3D point clouds, and NIR reflection inten-

sities are adaptively incorporated to construct the recog-

nition system. A probabilistic representation of the hi-
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Figure 1: Hierarchical structure of objects and corresponding Markov model

for multilevel object recognition.

erarchical object structure is introduced using a Markov

model (MM) since the consistent recognition results are

considered as the most likely sequence of the states in

the MM framework. Each state of the proposed MM

corresponds to an object class to be recognized and has

the emission probability representing the likelihood of

the state. Moreover, the emission probability, represent-

ing the tendency of false classifications, is modeled by a

Gaussian distribution that improves the recognition per-

formance as a whole.

Hierarchical object recognition has been proposed in

[2] and [3]. However, [2] only deals with a single fea-

ture, and the consistency of recognition is not taken into

consideration. In [3], a tree-based object recognition

which enables instance, category, and pose recognition

has been proposed. However, the main issue of [3] is

the pose recognition rather than the multilevel object

recognition.

2. Proposed Method

2.1. Overview

Figure 1 illustrates the idea of multilevel object

recognition. From the figure one can see analogy be-

tween the multilevel object recognition and the Markov

model (MM). Hence the problem can be formulated as

finding the most likely path. In the figure, each circle

(state sℓ
i ) represents a class to be recognized. Each level
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has a classifier whose results, i.e. scores, are used for

calculating the emission probability of each state. The

emission probability is modeled by a Gaussian distribu-

tion so that the tendency of classification errors is taken

into consideration. Although any classifier is applica-

ble to this model, k-NN based classifier, which will be

explained below, is involved in this paper. Each arc has

a transition probability, which encodes the hierarchical

relationship among object classes.

2.2. Vision Sensor

In this paper, a 3D visual sensor [4] is used. This

sensor consists of a TOF and two CCD cameras that

can capture color information and 3D point clouds in

real time. Moreover, NIR reflection intensities can also

be acquired from the TOF camera. Hence, colors, tex-

tures, 3D point clouds, and NIR reflection intensities,

are used for implementing the object recognition sys-

tem as shown in Fig. 2.

2.3. Object Extraction

Object extraction is required as the first step in the

learning and recognition phases. Here we assume two

different methods, which use the information acquired

from the 3D visual sensor. The first method is motion-

attention based object extraction [5]. This method uses

a motion detector for extracting an initial object re-

gion, and then the object region is refined using color

and depth information of the initial region. The second

method is plane detection based object extraction. If

objects are on the table, the plane detection technique

is beneficial to detect the objects. The 3D randomized

Hough transform is utilized for fast and accurate plane

detection.

2.4. Feature Extraction

Color information is calculated as a color histogram

of hue and saturation in HSV color space. Texture

information is represented by the Bag of Keypoints

(BoK). We utilize dense scale invariant feature trans-

form (DSIFT) for better result. Before taking a his-

togram, DSIFT is vector quantized using a predeter-

mined 500 dimensional codebook, which is generated

from many indoor images by k-means clustering. Shape

information is represented by shape distribution (SD).

SD represents characteristics of the object’s shape by

calculating a metric among vertices. We use distances

between all combinations of two vertices in the object

region, followed by taking a histogram of these dis-

tances as the object feature. Material information is

calculated as a histogram of NIR reflection intensities.

Since the NIR reflection intensity is varied according to

the distances, the compensated value is used for calcu-

lating the histogram.
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Figure 2: Hierarchical object recognition system.

2.5. Hierarchical Multilevel Object Recognition

The proposed system is divided into learning and

recognition phases as shown in Fig. 2. In the learning

phase, an object database, consisting of multiple feature

vectors in various views, is generated. The consistency

model based on MM is also learned in this phase. In the

recognition phase, the extracted target object is classi-

fied at each level independently, and then the scores are

used for finding a Viterbi path, which corresponds to a

final recognition result. This process allows the system

to correct the false classification at each level.

The MM has parameters such as, initial, transition,

and emission probabilities. Learning of these parame-

ters is carried out by the following procedures.

Learning of Emission Probability Now, let the clas-

sification results, i.e. scores, at level ℓ be xℓ
c =

{xℓ
1, x

ℓ
2, · · · , xℓ

Cℓ
}, where Cℓ is the number of classes

at level ℓ. xℓ
c represents a score for the class c at level ℓ,

which can be obtained by xℓ
c ∝ exp{−λ(d̄ℓ

c)
2}. λ is a

predetermined coefficient for adjusting the variance of

the distances. d̄ℓ
c represents an average of top-k small-

est distances between the input data and the reference

of class c at level ℓ:

dℓ
c =

∑

f

wf{Df (hf
c ,h

f
in)}2

σ2
f

, (1)

where f represents a type of features f ∈
{color, texture, shape,material}. wf is a weight for

the feature f , which is determined adaptively consid-

ering the environments and similarity among objects in

the database. wf is normalized as
∑

f wf = 1. σ2
f rep-

resents a variance of distances for the feature f , which

is calculated by the cross validation over the database.

h
f
in is a histogram of the feature f for a given tar-

get object, while hf
c represents a reference histogram,

which belongs to the class c in the object database.

Here, Df (hf
c ,h

f
in) is the Bhattacharrya distance be-

tween these histograms.

The emission probability of each state is modeled

as a Gaussian distribution over the classification scores.
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The parameters of the Gaussian distribution of the state

c at level ℓ, θℓ
c = (µℓ

c,Σ
ℓ
c) can be estimated by

µℓ
c =

1

Mc

Mc
∑

m=1

xℓ
(m,c), (2)

Σ
ℓ
c =

1

Mc

Mc
∑

m=1

(xℓ
(m,c) − µℓ

c)(x
ℓ
(m,c) − µℓ

c)
⊤, (3)

where Mc is the number of objects that belong to the

class c at level ℓ. xℓ
(m,c) represents the score distribution

of the m-th object. Thus, for the given xℓ, the emission

probability of state c at level ℓ can be obtained by

bℓ
c =

exp{−1
2 (xℓ − µℓ

c)
⊤(Σℓ

c)
−1(xℓ − µℓ

c)}

(2π)Cℓ/2|Σℓ
c|

1/2
. (4)

Optimization of Transition Probability The EM al-

gorithm is not required in this particular case, since

all state transitions are known for the training data.

Intuitively, the transition probabilities encodes object

structure, which can be easily calculated by count-

ing the number of objects in each class. However,

we can further optimize the transition probabilities by

minimizing the likelihood of all paths except for the

correct one considering the emission probabilities so

that the probability of the Viterbi path is maximized.

For given emission probabilities of m-th input om =
{b1

(m,c1)
, b2

(m,c2)
, ..., bT

(m,cT )}, the likelihood of the cor-

rect path P ℓ
m(i, j) transitioning from state i to state j at

level ℓ can be written as

P ℓ
m(i, j) = π(m,c1)b

1
(m,c1)

a1(c1, c2)b
2
(m,c2)

· · ·

×aℓ(i, j) · · · bT
(m,cT ) = Aℓ

m(i, j)aℓ(i, j). (5)

The total likelihood P all
m can be calculated using the

forward coefficient αℓ
m(i) and the backward coefficient

βℓ+1
m (j) as follows:

P all
m =

∑

i,j

αℓ
m(i)βℓ+1

m (j)bℓ+1
(m,j)a

ℓ(i, j). (6)

Here, the likelihood of the correct path can be maxi-

mized by minimizing the following difference ξℓ
m(i, j)

ξℓ
m(i, j) =

∥

∥P all
m − P ℓ

m(i, j)
∥

∥

2
. (7)

Applying (7) to M training data, the cost function can

be written as

ξℓ
all =

M
∑

m=1

ξℓ
m(i, j) =

M
∑

m=1

∥

∥γℓ
m

⊤(i, j)aℓ
∥

∥

2

= aℓ⊤
Γ

ℓaℓ, (8)

where aℓ represents a transition vector, whose elements

are nonnegative and normalized to
∑

k aℓ(i, k) = 1.

γℓ
m is a vector of length Cℓ × Cℓ+1. These vectors are

defined as

aℓ = (aℓ(1, 1) · · · aℓ(1, Cℓ+1) · · · a
ℓ(Cℓ, Cℓ+1))

⊤,

γℓ
m(i, j) =



















αℓ
m(1)βℓ+1

m (1)bℓ+1
(m,1)

...

αℓ
m(i)βℓ+1

m (j)bℓ+1
(m,j) − Aℓ

m(i, j)
...

αℓ
m(Cℓ)β

ℓ+1
m (Cℓ+1)b

ℓ+1
(m,Cℓ+1)



















. (9)

Therefore, the problem can be formulated as follows:

minaℓ⊤
Γ

ℓaℓ, s.t. y(ℓ,i)⊤aℓ = 1, aℓ(i, j) ≥ 0,

1 ≤ i ≤ Cℓ, 1 ≤ j ≤ Cℓ+1, (10)

where y(ℓ,i) is a vector consisting of zero vectors 0
ℓ+1

and 1
ℓ+1 (all elements are 1) of length Cℓ+1,

y(ℓ,i) = (0ℓ+1
1

⊤
0

ℓ+1
2

⊤ · · · 1
ℓ+1
i

⊤ · · · 0
ℓ+1
Cℓ

⊤)⊤. (11)

The problem can be solved by a quadratic program-

ming solver. The above procedure is for a fixed level

ℓ. Therefore the optimization is carried out by iterat-

ing the above procedure with respect to ℓ until conver-

gence. It should be noted that the algorithm converges

to a local minimum depending on the initial values. We

use the initial values that are calculated by counting the

number of objects in each class.

Recognition Phase In the recognition phase, the fea-

ture vectors of input data are compared to the object

database to perform classification at each level. The

classification results are used to form the score distri-

bution xℓ as in the learning phase. Then, we can calcu-

late the emission probability in state c at level ℓ, i.e. bℓ
c,

according to (4).

The final result of hierarchical multilevel object

recognition can be obtained by finding the most likely

path for a given data X = {x1,x2, · · · ,xT }. The

emission probabilities are calculated from (4). The

Viterbi algorithm is involved in obtaining the most

likely path.

Unknown Objects So far we assume that the target

object is known at all levels. In this situation, the pro-

posed model works for improving the recognition per-

formance by considering consistency of all levels. On

the other hand, for an unknown object instance, it is im-

portant to recognize its category and/or material. How-

ever, direct application of the model to this situation

suffers from negative effects on final recognition due to
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Figure 3: (a) Objects used in the experiment with hierarchical categories, and (b) value of the cost function vs. number of iterations.

unreliable classification results at the instance level. To

cope with this problem, all emission probabilities are set

to 1 in all states of the level if all classification scores are

less than a predefined threshold at the level. This pro-

cedure avoids the negative effects and allows to pursue

the consistency among reliable classification results.

3. Experiment

3.1. Experimental Setup

An experiment was conducted using 67 objects in

Fig.3(a). Five levels, i.e. categories with 2 and 10

classes, materials with 2 and 6 classes, and instances

with 67 classes are considered in this experiment. Each

object instance has 36 images from different view

points. Leave-one-instance-out was used to evaluate the

proposed algorithm. Therefore, the target object is al-

ways unknown for the system at the instance level. For

comparison, the independent recognition (independent

method) was also carried out using k-NN at each level.

3.2. Experimental Result

Values of the cost function (8) against the number of

iterations are plotted on Fig. 3 (b). From the figure, one

can see that the cost decreased monotonously and the

optimization converged within a few iteration.

Recognition results are given in Fig. 4. Please note

that the instance classification gives very low score,

since the target object is unknown for the system at

the instance level. Hence all emission probabilities of

the states belonging to the instance level are set to 1
as mentioned in the previous section. From Fig. 4, it

can be seen that the proposed method outperforms the

independent method at all levels except for the mate-

rial recognition with 2 classes. This is because the pro-

posed method considers consistency of all classification

results. Moreover, distributions of classification scores,

which encode the tendency of false classification at each

level, work reasonably well in this experiment. The av-

erage recognition rates over all levels are 81.8% (inde-

pendent) and 90.8% (proposed) respectively.
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Figure 4: Results of multilevel object recognition. “GORxx” and “MRxx” stand

for category and material recognition, followed by the number of classes.

4. Conclusion

In this paper, we proposed a novel multilevel object

recognition system (instances, categories, and materi-

als) based on Markov model with integrated features.

We showed that the recognition performance can be im-

proved by considering consistency of the classification

results at all levels. The results given in this paper indi-

cates that the proposed system improves the multilevel

object recognition performance compared to the inde-

pendent recognition. The pursuit of optimal combina-

tion of classifiers and features is left for the future re-

search.
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