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Abstract 
 

Biometrics-based authentication is a method of per-

sonal identification that has some advantages over the 

password and object-based ones, mainly for the user, 

who doesn’t need to carry or memorize anything. 

However, this kind of identification is also subject to 

problems. Besides the technology-related possibilities 

of fraud, such as system invasion, database corruption 

or algorithm injection, some of the common used bio-

metric features can be faked. Furthermore, most cases 

of false rejection are related to the quality of the ac-

quired sample. This paper proposes a multimodal bio-

metric authentication method which incorporates the 

use of dynamic features of the human reflex and the 

iris pattern recognition for a better performance. A 

prototype system has been implemented and tested with 

59 volunteers. Experimental results presented an EER 

of 2.44%. 

 

 

1. Introduction 
 

There isn’t a perfect biometric characteristic for all 

the needs of personal identification. Therefore, differ-

ent kinds of biometrics are used for distinct purposes, 

in order to assure the best efficiency as possible for 

each application [1,2]. 

A biometric authentication system, as compared to a 

password or a smartcard one, has the advantage of re-

quiring only the person itself to perform the identifica-

tion, avoiding cases of impersonation due to sharing, or 

impossibility of verification because of a loss or forget-

fulness [1]. 

Nevertheless, even a system based on a biometric 

feature can be spoofed. Besides the threats related to 

systems technology, such as database corruption, injec-

tion of malicious codes, among others [3], most of the 

biometric features themselves can be faked or simulat-

ed [3-8]. 

The use of more than one biometric feature for iden-

tification, in a so-called multimodal system, can pre-

vent these kinds of attacks, making more difficult to 

defraud [2,4]. 

A recent attempt to make a “spoof-proof” biometric 

technology has been proposed by Nishigaki and Arai 

[9]. It uses information from the eyes saccade response 

and the blind spot position for user authentication.  

Tests with 10 subjects lead to results of 0% FAR and 

0% FRR in the best case. The authors, however, warn 

that is still necessary to confirm the singularity and 

permanence of the blind spot position and the saccade 

response time. A practical use of this system would be 

void due to the complexity of the data acquisition set-

up. 

Another human reflex that has important character-

istics for biometric identification is the pupil light re-

flex (PLR). It’s known that the movement of con-

striction and dilation that the eye pupil makes in reac-

tion to a changing of light intensity has some properties 

which are different for each person [10-12] and, just 

like the saccade response, it is expressed automatically, 

mechanically and momentarily [9]. 

The singularity and permanence of this human re-

flex has also not been proven, but together with another 

biometric feature, could make an authentication method 

more difficult to spoof. 

This work presents a new approach for a high secu-

rity biometric authentication method, combining fea-

tures from the iris pattern and the pupil light reflex 

(PLR). Due to its proven high level of singularity and 

permanence [13], the iris texture represents an ideal 

feature for this purpose. 
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2. Proposed system 
 

In order to validate the hypothesis, a prototype sys-

tem was developed. The method used in each step is 

described as follows.  

Figure 1 shows a block diagram of the proposed 

system. Similar to an iris recognition system, this one 

uses a camera in order to acquire the samples in a non-

invasive process.  

The captured video is pre-processed for feature ex-

traction. This step basically consists of noise reduction 

and contrast adjustment. 

The characteristics of PLR, which will be named 

here as dynamic features, as well as those from the iris 

pattern, or static features, are then extracted from the 

images, generating independent feature vectors. 

After that, each one of the vectors are compared to 

other stored on the database. This will result in scores 

which measure how much the person is different from 

the one that he claims to be. 

Being a multimodal system, information from both 

biometrics needs to be fused to make a final decision. 

In the proposed system, this is done at score level due 

to the distinct nature of the data. 

 

Video capture

Pre-processing

Dynamic features extraction Static features extraction

Dynamic features comparison Static features comparison

Score fusion

Decision

 
Figure 1. Block diagram of the proposed system 

 

2.1. Video capture 
 

A pupillometer device has been developed for the 

video capturing process (Fig. 2). It consists of an en-

closure with a single aperture where the user positions 

his eyes so that an inner video camera can capture his 

iris image. This allows the light intensity over the pupil 

to be controlled. A short flash light is triggered to stim-

ulate the movement of constriction and dilation of the 

pupil, while the PLR is recorded by the camera. 

Internal illumination was provided by four infrared 

LEDs with peak wavelength of 850nm. This was done 

for two reasons: first, because the iris reveals richer 

patterns under this wavelength [14], and second, be-

cause this type of light, which is invisible for human 

eyes, doesn’t affect the pupil constriction [15]. 

An infrared monochrome camera Basler acA640-

100gm was used for the video recording. Six high-

brightness white LEDs where arranged around the 

camera lens to generate the light stimulus. 

 

2.2. Pre-processing 
 

Due to the arrangement of the IR LEDs used for il-

lumination, some specular reflexes over the eye surface 

generated high intensity regions on the images. These 

artifacts were removed by the same procedure as de-

scribed in [16]. 

 

2.3. Dynamic features extraction 
 

After the pre-processing step, the pupil size in each 

frame of the video needs to be measured for the dy-

namic features extraction. For that, an algorithm based 

on region growth was used, as described in [17]. 

A set of ratios between pupil and iris radius meas-

urements describes the PLR signal rp’(t). Eight dynam-

ic features extracted from it have been used, as follows. 

The initial pupil radius (r0) and the minimum pupil 

radius for the applied stimulus (rmin), given by Eq. 1 

and 2, where t represents time since the flash triggers. 

 )0('0 prr   (1) 

 ))('min(min trr p  (2) 

Latency time (tL), which represents the period of 

time between the flash trigger and the start of con-

striction, determined by Bergamin and Kardon’s meth-

od [12] (Eq. 3). 
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Constriction time (tC) and constriction amplitude 

(Δr), given by Eq. 4 and 5. 
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Figure 2. Pupillometer used for video capture 
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Recovery time (tR), defined as the period of time 

starting at the maximum constriction until the pupil ra-

dius achieves a quarter of the constriction amplitude 

(Eq. 6). 
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Constriction (vC) and recovery velocity (vR), given 

by Eq. 7 and 8, respectively. 
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Figure 3 represents how the features are associated 

to a PLR signal. 
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Figure 3. Features extracted from the PLR signal 

 

To reduce correlation between features in the gener-

ated vectors, some of the possible parameters have 

been discarded. The form of feature vectors used to 

represent the PLR of an individual is showed in Eq. 9. 

 ),,,( min0 RC vvrrp   (9) 

Each element of the dynamic feature vector is nor-

malized by the method of the normalized sum. 

 

2.4. Static features extraction 
 

Considering that the iris pattern is a static biometric 

measurement, a single image can be used to extract its 

features. In the proposed method, the video frame in 

which the pupil had the minimum radius was used. On-

ly two sections of the iris texture were used for coding 

in order to avoid interference from eyelashes and eye-

lids. The regions used are illustrated in Fig. 4. The pu-

pillometer built for image acquisition ensured that the 

eye was always in the same angular position. 

A border detection algorithm [18] was then applied 

to segment the iris texture area, and the feature extrac-

tion was done by texture coding using Gabor 2D wave-

lets, similar to Daugman’s method [13].  

 

3. Experiments 
 

To assess the system performance, 59 volunteers 

have been recruited for experiments. From the total, 50 

subjects had PLR and iris pattern recorded once, and 

the other 9 repeated the test five times each, generating 

45 video sequences. The videos were acquired at reso-

lution of 640x480 pixels and at sampling rate of 60 fps. 

During the experiment, each person stayed 2 

minutes with the eyes in the absent of visible light for 

pupil accommodation. After that, the image capture 

started and a 500µs flash light was triggered. The re-

cording was stopped 3 seconds after the light pulse, al-

lowing the use of 180 frames per video sample. 

Dynamic and static features were compared sepa-

rately. Euclidean distance has been used to compare 

vectors of dynamic features, resulting in score values 

Spupil. As in Daugman’s method [11], Hamming dis-

tance has been used for the static features, generating 

the scores Siris. For multimodal authentication, a score 

level fusion has been used. 

Each one of the first 50 videos had been compared 

to all others in order to simulate fake authentications. 

The other 45 videos were compared among those of the 

same person, being equivalent to authentic access at-

tempts. 

 

4. Results and discussion 
 

Table 1 shows the Equal Error Rates for each meth-

od and for the multimodal system, and Fig. 5 shows the 

ROC curves for the three methods. 

It can be seen that PLR can add information in cases 

where iris pattern features alone could produce errors. 

 

π/8

–π/8

 
 

Figure 4. Iris regions used for features extraction 

 

Table 1. Experimental Equal Error Rates 

Modality EER (%) 

Dynamic (PLR) 13.88 

Static (iris) 5.47 

Multimodal (fusion) 2.44 
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These results show that, although the PLR features 

have low variability to be used alone for authentication, 

it can add biometric information to iris pattern features. 

The Equal Error rates achieved by the proposed sys-

tem are higher than traditional iris recognition methods, 

such as Daugman’s [13] and Wildes’ [19]. However, it 

wasn’t considered Failure to Enroll or Failure to Ac-

quire rates, which are not available for those systems.  

Also, in Daugman’s system, the image must have at 

least 50% of the iris area visible to be considered a val-

id sample, all of the other images are simply discarded 

and didn´t count in the error rates obtained, while in the 

proposed work, just 25% of iris texture is used so that 

no images were discarded in this process. Low quality 

of iris texture can be compensated by PLR features.  

Another important advantage of the proposed meth-

od is that it can avoid any “unalive” iris to be accepted. 

Daugman [12] proposes a liveness detection based on 

pupil hippus, but it can’t associate the movement to a 

person, which could allow a video or even an imposter 

with contact lenses to be presented to the camera. 

In some cases, the proposed system also can’t au-

thenticate a person only by its PLR, but it can reject an 

imposter with more than 97% of confidence, even if he 

uses contact lenses reproducing the iris pattern of an-

other subject. The use of a single sensor to acquire both 

biometric features has also the advantage to be less ex-

pensive and more convenient to the user. 

 

5. Conclusion 
 

This paper presented a new approach for biometric 

authentication using human reflexes. A prototype sys-

tem has been developed and tested. Promising results 

have been found, showing that PLR together with iris 

pattern can be used for a more secure biometric authen-

tication system. 
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Figure 5. ROC curves for the three cases 
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