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Abstract 

 
Person-dependent appearance changes tend to 

increase difficulties in automatic facial expression 
recognition. Although one can use neutral face images 
to reduce the personal variations, acquisition of 
neutral face images may not always be possible in real 
cases. In order to remove the person-dependent 
influence from expressive images, we propose a dual 
subspace nonnegative matrix factorization (DSNMF) 
to decompose facial images into two parts: identity and 
expression parts. The identity part should characterize 
person-dependent variations, while the expression part 
should characterize person-invariant expression 
features. Our experimental results show that the 
proposed method significantly outperforms existing 
approaches on the CK+ and JAFFE expression 
databases. 
 
1. Introduction 
 

Facial expression analysis has received much 
attention in recent years. Many existing approaches 
tried to handle the environmental changes (e.g., pose, 
illumination) [1, 2] for expression recognition. 
However, automatic expression recognition is still very 
challenging because of different appearance changes 
among different individuals [3]. To reduce the personal 
variations in expression recognition, in [4, 5], the 
authors proposed to determine the person identity 
before conducting expression recognition. The overall 
performance, however, heavily relies on a robust face 
recognition system. On the other hand, few approaches 
[6, 7] tried to reduce the influence from personal 
variations. In [6, 7], the difference image, which is 
defined as the difference between a fully expressive 
image and a neural face image, has been proposed to 
remove personal appearance variations for expression 
recognition. Nevertheless, because neutral face images 

are not always available in real world applications, we 
need a better strategy to extract expression-related 
features by excluding person-dependent information 
from a fully expressive face image. 

Facial images are highly structural and have been 
shown to reside on a low-dimensional manifold. 
Traditional facial representations, such as Eigenfaces 
(PCA) and Fisherfaces (LDA), tend to describe global 
facial structure. Since facial expression variations 
usually involve local appearance changes (e.g., eyes, 
mouth, etc.), such holistic representations usually fail 
to characterize specific local parts for expression 
analysis. Local facial components have also been 
shown to contain more discriminative information and 
outperform global features for face recognition [8, 9].  

Therefore, we believe local or part-based 
representation is more appropriate for expression 
analysis. In recent years, non-negative matrix 
factorization (NMF) [10] has been shown to be more 
interpretable for facial image analysis and tend to 
generate part-based bases. Since the part-based NMF 
bases have the physical meaning of combining local 
parts to form a whole face, our proposed new facial 
representation will be developed based on NMF. Our 
goal is twofold: one is to extract expression-related 
features to characterize local appearance changes, and 
the other is to exclude person-dependent information 
from the representation.  

In this paper, we propose a novel non-negative 
matrix factorization, called dual subspace nonnegative 
matrix factorization (DSNMF), to decompose facial 
images into identity and expression parts. The identity 
part should characterize person-dependent appearance 
variations; while the expression part is expected to 
characterize person-independent expression features 
with as little identity information as possible. The 
experimental results on CK+ [11] and JAFFE [12] 
expression databases show that our method is robust to 
human identity variation and greatly improves the 
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performance especially when no neutral face is 
available. 

 
2. Dual subspace nonnegative matrix 
factorization (DSNMF)  
 

Let ܆ ൌ ሾܠଵ, ,ଶܠ … , ேሿܠ א Թெൈே  denote the matrix 
containing the N vectorized facial images in the 
training database, where M is the number of pixels in 
each image. The goal of NMF is to decompose ܆ into 
two non-negative matrices by 

܆ ൎ  (1)                                , ۶܅
where ܅ א Թெൈௗ  is the non-negative basis matrix,  
۶ א Թௗൈே is the non-negative coefficient matrix, and 
݀ is the number of basis images. 

Since NMF is an unsupervised method, existing 
approaches [13, 14] have tried to include label 
information into NMF to improve the performance for 
classification problems. Nevertheless, while we 
conduct Graph-Preserving Sparse NMF (GSNMF) [13] 
and Projective Nonnegative Graph Embedding (PNGE) 
[14] for facial expression recognition, our experiments 
(as shown in Table 1) show that the graph embedding 
constraint alone is insufficient to extract expression-
related features. On the other hand, although difference 
images (as shown Figure 1(c)) have been shown to be 
less sensitive to individual differences than the 
expressive images (Figure 1(a)), neural faces (Figure 
1(b)) are rarely available in most of the expression 
recognition scenarios.  

Therefore, we propose to decompose one 
expressive image into an identity part (with neutral 
expression) and an expression-related part under the 
non-negative constraint. Let ܅ ൌ ሾ܅I  ܅Eሿ , where 
I܅ א Թெൈሺௗି௤ሻ and ܅E א Թெൈ௤  denote the identity 
and expression bases, respectively. Once given an 
expressive image ܠ௜, we decompose the image by 

௜ܠ ൎ IܐI܅ ൅ EܐE܅ ൌ ௜ܠ
I ൅ ௜ܠ

E ,              (3) 
where ܐI  is the identity coefficient, ܐE  is the 
expression coefficient, ܠ௜

I is the identity part, and  ܠ௜
E is 

the expression part. Note that, the expression part 
௜ܠ

E ൎ ௜ܠ െ ௜ܠ
I  resembles the concept of difference 

images.  
Given a training database, our goal is to decompose 

the whole data set by 
܆ ൎ I۶I܅ ൅ ,E۶E܅ s. t. ,I܅ ,E܅ ۶I, ۶E ൒ 0 ,  (4) 

where ۶I ൌ ሾܐI
ଵ, Iܐ

ଶ, … , Iܐ
ேሿ א Թሺௗି௤ሻൈே  and ۶E ൌ

ሾܐE
ଵ , Eܐ

ଶ, … , Eܐ
ேሿ א Թ௤ൈே  are the coefficient matrices 

corresponding to ܅I and ܅E, respectively. In Eq. (4), 
we expect that the expression part should describe only 
the expression-related variation, while the identity part 
should describe the personal variation depending only 

on their identity. We therefore include two additional 
constraints: (1) the variations between persons with the 
same expression should be minimized in the 
expression part; and (2) the variation between persons 
with the same identity should be minimized in the 
identity part. We formulate the above two constraints 
as follows: 

ቐ
  min۶E ∑ ฮܐE

௜ െ Eܐ
௝ ฮ

ଶ
௜௝܁

E
௜ஷ௝ ൌ min۶ETr൫۶EۺE۶E

T൯

min۶I ∑ ฮܐI
௜ െ Iܐ

௝ฮ
ଶ

௜௝܁
I

௜ஷ௝ ൌ min۶ITr൫۶IۺI۶I
T൯

 

(5) 
  where  

௜௝܁
E ൌ ቐexp ቆ

ିฮܠ೔ିܠೕฮమ
మ

஢మ ቇ , if Eሺܠ௜ሻ ൌ Eሺܠ௝ሻ

0, otherwise
 , and 

௜௝܁
I ൌ ቐexp ቆ

ିฮܠ೔ିܠೕฮమ
మ

஢మ ቇ , if Pሺܠ௜ሻ ൌ Pሺܠ௝ሻ

0, otherwise
 .         (6) 

In Eq.(6), Pሺܠ௜ሻ and Eሺܠ௜ሻ denote the identity label and 
expression label of the sample ܠ௜ respectively, and σ is 
the empirical parameter for the bandwidth of weight 
kernel. ۺ denotes the Laplacian matrix and is derived 
by ۺ ൌ ۲ െ where ۲௜௜ ,܁ ൌ ∑ ௜௝௜ஷ௝܁ . 

We next combine the constraints in Eq.(5) into 
Eq.(4) and define the objective function as: 

min
۶,܅

ԡ܆ െ ۶ԡF܅
ଶ ൅ λTr൫۶EۺE۶E

T൯ 

൅λTr൫۶IۺI۶I
T൯,  s.t. ܅, ۶ ൒ 0 .    (7) 

where ܅ ൌ ሾ܅I ܅Eሿ, H ൌ ൤۶I
۶E

൨ and λ is an empirical 

parameter to control the significant of the constraints. 
Finally, to avoid infinitely many solutions in Eq.(7), 
we normalize the basis matrix ܅, (i.e. ԡܟ௜ԡ ൌ 1, ݅ ൌ
1,2, … , ݀) and formulate the proposed DSNMF by 

min
۶,܅

 ԡ܆ െ ۶ԡF܅
ଶ ൅ λTr൫ۿ෡۶EۺE۶E

Tۿ෡T൯                

൅λTr൫ۿ෩۶IۺI۶I
Tۿ෩T൯,  s.t. ܅, ۶ ൒ 0 , (8) 

where 
෩ۿ ൌ diagሺԡܟଵԡ, ԡܟଶԡ, … , ฮܟௗି௤ฮሻ , and 
෡ۿ ൌ diagሺฮܟௗି௤ାଵฮ, ฮܟௗି௤ାଶฮ, … , ԡܟௗԡሻ . (9) 

To solve the matrices ܅ and ۶ in Eq.(8), we derive 
the multiplicative update rule: 

௜௝܅ ՚ ௜௝܅ ·
ሺ۶܆Tା܇܅౭షሻ೔ೕ

ሺ۶۶܅Tା܇܅౭శሻ೔ೕ
 , and             (10) 

۶௜௝ ՚ ۶௜௝ ·
ሺ܅T܆ା஛ቈ ۶I܁I

۶E܁E቉ሻ೔ೕ

ሺ܅T۶܅ା஛ቈ ۶I۲I

۶E۲E቉ሻ೔ೕ

 ,                 (11) 

where 

୵ା܇ ൌ ቈ۶Iሺλ۲Iሻ۶I
T 0

0 ۶Eሺλ۲Eሻ۶E
T቉ and 
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୵ି܇ ൌ ቈ۶Iሺλ܁Iሻ۶I
T 0

0 ۶Eሺλ܁Eሻ۶E
T቉ .          (12) 

 
3. Experimental result 

 
3.1. Datasets and settings 

 
We use the Extended Cohn-Kanade (CK+) database 

[11] and the JAFFE database [12] to evaluate the 
performance of facial expression recognition. Since 
existing reports were usually conducted under different 
experimental conditions, in order to have a fair 
comparison, we implement all the relevant approaches 
under the same experimental conditions. We use 309 
sequences with six basic emotion labels (angry, disgust, 
fear, happy, sad, and surprise) in CK+ database and 
183 images in JAFFE database as our training database, 
respectively. For CK+, only the last frame in each 
sequence is selected as the expression image. All the 
images are aligned by eye coordinates, and then 
cropped into 48 ൈ 44 resolution. 

In all the experiments, we use the leave-one-person-
out strategy to evaluate the recognition performance. 
The nearest neighbor classifier is used for classification. 
In our DSNMF, the number of basis images ݀ is set as 
60 and 35 for CK+ and JAFFE databases, respectively; 
the number of expression basis image ݍ is set as 0.6݀, 
and the parameter λ is fixed to 1. Only the expression 
parts are used for expression recognition. 

 
3.2. Evaluation of facial representation 

 
Figure 2 shows the basis images obtained by our 

proposed DSNMF. In Figure 2(a), the expression basis 
images (܅E) tend to describe local-parts on faces; in 
Figure 2(b), most of the identity basis images (܅I ) 
characterize the global facial structure. The results in 
Figure 2 verify that facial expression mainly involves 
local appearance changes, while facial identity 
information usually contains more global structure in 
expressive facial images.  

In Figure 3, we use only the expression basis (܅E) 
to reconstruct the expressive images. The reconstructed 
images of the same expression, though for different 
persons, look very similar and contain almost no 
identity information. On the other hand, in Figure 4, 
while we use only the identity basis (܅I) to reconstruct 
expressive images, the reconstructed images for the 
same person with different expressions all resemble 
their own neutral faces. These two simulations show 
that our proposed method effectively decomposes 
expression images into their corresponding identity and 
expression parts.  

 

3.3. Facial expression recognition 
 
We compare the proposed DSNMF with the 

following facial representations: NMF, GSNMF [13], 
PNGE [14], and sparse representation using difference 
image (SR-Diff) [7]. GSNMF and PNGE are the state-
of-the-art extension of NMF, while the SR-Diff is the 
approach using neutral face image. 

Table 1 shows the recognition rate of different 
methods. Because our experiment setting is more 
challenging than that in [13], GSNMF only achieves 
similar performance to NMF; in other words, the 
additional label information is insufficient to extract 
expression-related feature. PNGE [14] performs worse 
than other methods because the projective constraint of 
NMF is too strong. In addition, their performance may 
be greatly influenced by human identity information. 
In contrast, by decomposing identity and expression 
information, our proposed method successfully extract 
person-independent expression features. Therefore, as 
shown in table 1, the proposed method significantly 
outperforms the other approaches on both two 
databases. Furthermore, our method outperforms [7] by 
10.1% without using neutral images. These 
experiments showed that our method indeed reduces 
the influence from personal variations and is able to 
extract person-independent expression features. 

 
Table 1. Accuracy(%) of facial expression 

recognition for the CK+ and JAFFE databases. 
 CK+ JAFFE 

NMF 72.82 41.53 
GSNMF [13] 71.84 43.17 
PNGE [14] 51.78 42.62 
SR-Diff [7] 80.91 45.90 

Our DSNMF 90.92 53.01 
 

(a)

(b)

(c)
Figure 1. Images of different persons from the CK+ 

database. (a) Expressive images, (b) Neutral face 
images, and (c) Difference images. 

 

Figure 2. Basis of our DSNMF. (a) Expression basis 
 .(I܅) Identity basis (b) ,(E܅)
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(a) 
 
 
 
 
 

(b) 
 
 
 
 

(c) 

Figure 3. Reconstructed images of our DSNMF 
using only the expression basis ( E܅ ). Each image 
column is the same person with different expressions. 
(a) Disgust, (b) Happy, (c) Surprise. 

 

(a) 

 

(b) 

(c) 

 

(d) 

Figure 4. Reconstruction using only the identity 
basis (܅I) of our DSNMF. (a)-(d) first row are the same 
person with different expressions and second row are 
the reconstructed images. 

 
4. Conclusion  
 

In this paper, we propose a novel approach to 
extract person-invariant expression features for 
expression recognition. The proposed DSNMF 
decomposes face image into two subspaces: identity 
and expression part. The expression features 
effectively characterize the expression-related facial 
appearance change and contain less non-expression 
information. Our experiments on CK+ and JAFFE 
databases show that the proposed DSNMF outperforms 
other state-of-the-art extensions of NMF. Furthermore, 
the DSNMF even improves the recognition rate by 
10.1% without using any neutral face images. By 
decomposing identity and expression information, 
DSNMF successfully extracts person-invariant 
expression features and are more robust to appearance 
variations across different persons. In addition, the 
proposed DSNMF is feasible to recognize expressions 

across different individuals even when the testing 
person is not included in the training data. 
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