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Abstract

The key frame extraction is designed for obtaining
a (very) compressed set of video frames that summa-
rizes the essential content of a video sequence. In this
paper, a well-known information theoretic measure, the
Jensen-Rényi divergence (JRD), is studied to estimate
the frame-by-frame distance between consecutive video
images, for segmenting shots/subshots and for choos-
ing key frames. Our new key frame extraction method,
which is effective and computationally fast, contributes
to a good and quick understanding of a large amount of
video data.

1. Introduction

Digital videos have become more and more popu-
lar in our current society, thanks to the development of
video capture devices. It is particularly required to have
a good and quick understanding of general video se-
quences in a lot of real applications. But by and large,
this task is not trivial, due to the fact that understanding
videos means essentially dealing with a huge amount of
data. Fortunately, video key frames, which are a set of
(very) compact images representing the main content of
the original video data, can be utilized for this purpose.
In a word, key frame extraction is a quick and sound
way for summarizing a video sequence.

In this paper, we propose a generic and effective
method for video key frame selection. The novel tech-
nique we develop is based on a powerful information
theoretic tool, namely the well-known JRD [17], which
is applied as a difference measurement between two
consecutive video frames for recognizing shot/subshot
boundaries and for extracting key frames. The reason
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for making use of this measure from information theory
is that, the theory itself is so general and powerful that
it has been widely accepted in quite a lot of areas, such
as computer vision [5]. As a matter of fact, quite many
key frame selection algorithms have been invented in
the literature [15][11]. Importantly enough, the classic
information theory metrics, including Shannon entropy
and Mutual Information (MI) [4], have been recently
demonstrated their good capability of calculating simi-
larity/difference between video frames for key frame se-
lection in any kind of video sequence [10] [2]. A latest
technique, based on using the Jensen-Shannon diver-
gence (JSD), has been advanced for key frame extrac-
tion [16], behaving better than Shannon entropy and MI
based approaches [10] [2]. Notably, our new method
achieves improved performance when compared with
that employing JSD [16].

The rest of this paper is structured as follows. Re-
lated work is briefly described in section 2. Our key
frame selection technique is detailed in section 3. In
section 4, experimental results are presented and dis-
cussed. Finally section 5 concludes the paper, and some
future work is also mentioned.

2. Related Work

For the sake of this paper, we review the key frame
selection methods that specifically use the information
theoretic measures [10][2][6][12][16]. Mentzelopoulos
and Psarrou [10] choose a key frame by counting a suffi-
cient distance of Shannon entropy from the current one.
Cernekovi et al. [2] apply MI to measure the similar-
ity of the consecutive video frames for detecting shot
boundaries and then for extracting key frames within
shots. Janvier et al. [6] reduce the key frame selection
to obtaining a solution to a cost function, established by
using the Jeffrey divergence and a Minimum Message
Length criterion in information theory. Omidyeganeh
et al. [12] employ the frame-by-frame distance eval-
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Figure 1. The computational mechanism
for our key frame selection

uated from the Kullback-Leibler divergence on Gener-
alized Gaussian Density parameters of wavelet coeffi-
cients of video images for separating shots/clusters and
for obtaining the key frames. In our earlier work [16],
JSD is utilized to divide a video into shots/subshots and
then to choose key frames.

3. Key Frame Extraction Method
3.1 The Core Computational Mechanism

Usually, a general video sequence can be structured
in a hierachical way; that is, a video (clip) can be di-
vided into shots and then into video frames [7]. Ac-
cordingly the basic computational mechanism of our
key frame selection method is to segment a video clip
into different shots, then into subshots, and to choose
key frames. The basic idea driving the segmentation of
a video clip into shots/subshots is based on estimating
the difference between consecutive video frames: the

JRD is here proposed as the metric for this purpose.
According to [17], a JRD between video frames f;
and f; can be obtained:

R, (pfi_l )+ Rq (pfi )
) — 5 ;
(€Y)
where R,(p) = 1iqlog Srpl0 < g<1)isa
concave version of Rényi entropy [13], py, , and py, are
the respective probability density functions of f;_; and
fi, which are normalized from their intensity histogram
distributions. Notice, the difference between two video
images by JRD is actually a sum of the correspondences
for the three RGB channels.

Pfi_q TPy,
2

JRD(fi—1, fi) = Rq(

3.2 Locating Shots, Subshots and Key Frames

The entire computing procedure for our key frame
selection is depicted in Figure 1.

For a video clip, all the JRD data are obtained by
evaluating the JRD for each pair of two consecutive
video frames. Because a shot boundary reveals an
abrupt variation between two consecutive video frames,
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we locate the shot boundaries by detecting the spikes at

the JRD data. If % > §* then a shot bound-

ary is identified, where JRD,,(f;_1, fi) is an average
of the JRD(f;—_1, f;) neighbors on a temporal window
with a size of w (in this paper, w = 5), and 6* = 2.6 is
the threshold experimentally defined.

Within a shot, however, some adequate content vari-
ations could appear, for instance, possibly due to grad-
ual scene transitions. Apparently, the video content
variation can be characterized by the gradient of JRD,

A(fi) = JRDw(fs, fix1) — JRDw(fi-1, fi), which
is the rate at which a JRD value changes relative to
change over time. In practice, a window-sized ver-
sion of JRD gradient, A, (f;), is employed to filter out
some possible minor perturbations of gradient data. If
|Aw(fr)] > AZ (in this paper A is experimentally
determined as 1.5 x 1073), then an adequate content
change inside a shot is detected at the video frame f7.
Starting from the outlier f7, its temporally closest left
and right frames f4 and fp within this shot are obtained
satisfying

A =maz{i||Aw(fi)| < Vi, Ai < I}, )

B = min{i||Aw(fi)| < Vi, ANi > T}, 3)

here V', is a preestablished threshold, 5 x 10~6. Now,
the video section [A, B] is thus a “complete” subshot
with an adequate content variation. In this way each
video section with an adequate content variation is iden-
tified as a subshot, and thus a shot is divided into con-
secutive subshots with the borders of all the subshots
with adequate content variations. If two subshots both
with adequate changes are temporally close enough
(namely the difference between the right border of the
left subshot and the left border of the right subshot is
not larger than a predefined threshold, here it is taken
as 5), then the two subshots and the middle section are
combined into a single subshot with an adequate con-
tent change. Note that each subshot is either with an
adequate content variation or with not.

A key frame is extracted, for a subshot, depending
on the content variation. That is, the center frame of
a subshot with an inadequate variation is deployed as a
key frame. The key frame is obtained, for a subshot with
an adequate variation, through minimizing the summed
JRD values between it and all the others.

4. Experimental Results

In our experiment, we compare the proposed algo-
rithm based on JRD with the JSD driven method [16].
All the parameters used for the JSD based technique
are strictly according to the setting defined in [16].
Good entropic index for JRD, set by experimentation,
uses values in (0.2,0.6), and is taken as 0.4 in this
paper. Uniform Sampling (UF) [15], which is the



L Tl

| .n.lllhll...ln.” ’

‘l1|l“[LLIIL!.unllln lll

Figure 2. The VSE, FID and run time by dif-
ferent algorithms on the test videos

most straightforward and fastest key frame extraction
method, is employed as a baseline, also for comparison.

We have done extensive tests for the three key
frame selection methods on a large amount of video se-
quences. The test videos, including object motion, cam-
era moving, panning, wipes, fade in/out, zoom in/out as
well as some static scenes, are obtained from the web
site “The Open Video Project” [1]. Table 1 shows the
main information of each test video, such as the time
duration (in seconds) and number of video frames. All
the experiments are done based on a Windows PC with
Intel Core i5 2.53 GHz CPU and 2GB RAM.

Table 1. Test videos

Video No.

z

Video Name Length (s) | No. of Frames || Video No. Video Name Length (s) | No. of Frames

0037 27 830 Industry 36 1079

160 50 1512 NASAKSN-Shut 30 928

1234 28 854 senses 100 58 1747

BOR04_002 77 2315 UGS06-006 40 1226

BOR06-002 65 1979 UGS08.016 87 2618

BOR06-004 62 1886 UGS13.005 25 776

BOR08_007 58 1759 csew00_02_m4 399 8377

0| oo 2| | L] | w o =

BOR14.001 36 1083 cscw92.05-m4 7159

BOR19-007 74 2219 NASAWF-GIFTS 185 5571

=]

hcil2004_01_m1 36 921

Two widely used quantitative measures, Video Sam-
pling Error (VSE) [8] and Fidelity (FID) [3], are de-
ployed for performance evaluation on different key
frame extraction methods. The similarity of two im-
ages, which is required for the computation of VSE
and FID, is obtained by the second scheme in a well-
accepted literature [14]. A low VSE and/or a high FID
is an indicator for a good performance on key frame se-
lection, and vice versa. In Figure 2, the VSE, FID and
run time values, which are resulted from the different
algorithms, are displayed. It is clear that, all in all, JRD
performs better than JSD. We believe that this is due to
the better entropic ability of JRD to assess the differ-
ence among the probability distributions.

Figures 3 - 6 provide several examples to show the
better performance by JRD. The JRD and JSD plots for
the two test videos “UGS06-006” and “BOR14_001”
are given in Figures 3 and 5: we use a black dash-dotted
line, a green dashed line and a red point to respectively
represent a shot boundary, a subshot separation and a
key frame. Correspondingly, the key frames extracted
are shown in Figures 4 and 6.

Figures 3 and 4 exhibit the behaviors of different key
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Figure 3. The JRD and JSD plots for the
test video “UGS06.006”
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Figure 4. Comparison of different meth-

ods on the test video “UGS06_006”
frame selection methods, for a clip of “UGS06.006".
This video clip is with big content changes, including
a sufficient camera motion (#695 - #865) and panning
(#866 - #929), a large object moving (#930 - #991)
and a static scene with a caption that is being gener-
ated (#992 - #1226). Apparently, JRD indicates a shot
boundary at #765, thus two key frames #730 and #815
are extracted and they can satisfactorily point out that
the camera is moving. In addition, the key frame #960,
resulted from the identification of a shot cut at #991 by
JRD, clearly renders an object motion. Unfortunately,
the key frames selected by JSD cannot well depict the
camera and object motions. In sum, our JRD based
technique does very well for identifying hard cuts and
for locating key frames, and can better represent the
video contents compared with those by JSD.
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Figure 5. The JRD and JSD plots for the
test video “BOR14.001”
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Figures 5 and 6 present that JRD achieves superior
results than JSD on “BOR14_001", which is with abun-
dant scene switches and is a typical general video se-
quence in many real applications. JRD can extract the
key frames indicating scene switches (#250 and #346),
and this obviously benefits the understanding of the
original video. The key frames by JRD have less re-
dundancy, however JSD selects the duplicated #889 and
#976 as the key frames. As for the image quality of the
extracted key frames themselves, while the outputs by
JSD can be unsatisfying (#303 and #662), the products
by JRD are usually acceptable, and apparently this is an
advantage for a key frame selection technique.

5. Conclusion and Future Work

A novel and effective key frame selection method
has been presented. JRD has been demonstrated to per-
form better than JSD, by our shot-based computational
mechanism. For the future work, we are going to utilize
the wavelet representation of video frames for the key
frame extraction, because the wavelet transform of an
image profits the human perception on its content [9].
Also we will consider the motion within the video to
select key frames.
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