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ABSTRACT

This paper addresses the computer-aided detection of child

sexual abuse (CSA) images, a challenge of growing impor-

tance in multimedia forensics and security. In contrast to

previous solutions based on hashsums, file names, or the

retrieval of visually similar images, we introduce a system

which employs visual recognition techniques to automatically

identify suspect material. Our approach is based on color-

enhanced visual word features and a statistical classification

using SVMs. The detector is adapted to CSA material in a

training step.

In collaboration with police partners, we have conducted

a quantitative evaluation on several datasets (including real-

world CSA material). Our results indicate that recognizing

child pornography is a challenging problem (more difficult

than the detection of regular porn). Yet, while skin detec-

tion – a popular approach in pornography detection – fails,

our approach can achieve a prioritization of content (equal

error 11 − 24%) to improve the efficiency of forensic inves-

tigations of child sexual abuse. Examples illustrate that the

system employs color cues as key features for discriminating

CSA content.

Index Terms— child pornography detection; content-

based image retrieval; visual recognition

1. INTRODUCTION

Over the last years, the spread of child pornographic data has

increased at alarming rates. Though multiple efforts are being

taken to combat this spread – ranging from the prevention of

cyber grooming12 over hotlines for reporting child abuse34 to

cooperations with internet service providers (1) – more and

more child sexual abuse (CSA) material is distributed. For

example, in Germany alone, the number of investigations in

the area has grown from 1, 500 (2000) to 8, 832 (2007).

1SAFE network – http://www.safenz.org/
2INSAFE network – http://www.saferinternet.org/web/guest/home
3http://www.missingkids.org
4https://www.inhope.org/

In parallel, the multimedia explosion, accompanied by

high-bandwidth internet and cheaper storage devices, has led

to a rapid growth of personal image and video collections. In

this context, the efficient identification of child pornography

within (potentially huge) multimedia databases has become

a vital issue, not only to child protectors (targeted at ban-

ning child porn from the internet), but particularly to pros-

ecutors confronted with the forensics analysis of suspect im-

age and video material. Here, investigators face the difficult

challenge of detecting child-pornographic material in large-

scale databases (often 100, 000s, sometimes even millions of

images) and under considerable time pressure. Correspond-

ingly, it has been reported that prosecutions are abandoned

because confiscated material cannot be analyzed in time.

Current solutions to detect CSA images employ file

hashes like MD5 sums to match seized material with

databases of known child pornography maintained by the po-

lice. This approach allows for a rapid, automatic detection

of known child pornographic content, but requires the tar-

get images to be bit-identical to known CSA material – not

only does this fail in case of small modifications such as re-

encoding and resizing, but it is of no help for detecting novel

material (which appears on the web constantly).

This paper follows a different approach: based on a sta-

tistical classification of a pictures’ texture and color, our sys-

tem estimates a score indicating whether the given image is

child-pornographic. Our approach employs visual words (2)

with color-enhanced DCT descriptors for representing im-

ages. The resulting feature vectors are fed to a Support Vec-

tor Machine (SVM) classifier (3) discriminating CSA images

from non-CSA material. Though this approach cannot be ex-

pected to reach the accuracy of a careful manual investigation,

it is valuable in a semi-automatic setting, where we can priori-

tize images or filter the “most suspicious” content for manual

investigation. This has already been applied extensively for

the detection of general pornographic content (4; 5; 6) – our

work, however, is (to the best of our knowledge) the first to in-

vestigate visual recognition for child pornography detection.

We present a quantitative evaluation of our system on a

variety of datasets (including real-world CSA material as well
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as Flickr photo stock, standard research datasets, and web

pornography). Experiments were conducted in collaboration

with police partners in the project FIVES5, and include com-

parisons with a baseline using skin detection, a common ap-

proach for the identification of regular pornography (7; 8).

Our results indicate that CSA detection is a challenging prob-

lem and more difficult than identifying regular pornography.

Yet, with equal error rates in the range of 11− 24%, CSA de-

tection has the potential to prioritize content and significantly

reduce the manual effort of forensic investigations in the area.

2. RELATED WORK

Beyond a matching on the basis of hash sums – which is fast

and simple but does not detect modified or new CSA material

– a variety of other methods have been developed.

Network-centric Child Porn Detection: Some efforts

have been targeted at the identification of child pornography

in computer networks. Shupo et al. (9) detect CSA material

in network traffic by a statistical classification on packet level.

The applicability of this approach to previously unseen mate-

rial, however, has not been validated. Other approaches, like

the project MAPAP (“Measurement and Analysis of P2P Ac-

tivity Against Paedophile Content”) focus on peer-to-peer file

sharing networks. Here, CSA material is identified based on

suspicious file names (10) or by modeling user activity (11).

In contrast to this, we employ an images’ content as a com-

plementary information source that is indicative even in case

of weak file naming (e.g., 0001.jpg).

Content-based Image Retrieval: Approaches from

content-based image retrieval (CBIR) (12) can be used to de-

tect CSA material using a query-by-example strategy: given

a questioned sample image, visually similar (but not neces-

sarily identical) CSA material is retrieved. This approach

has been integrated in several tools used in the forensic

area (13; 5; 14), and has proven very useful for identifying im-

ages that are themselves unknown but come from well-known

shoots, series, or locations (15). The approach has also been

extended to the video domain, as in the commercial tool Vi-

dentifier Forensic6 or in the EU project i-dash (16).

Visual Recognition: Visual recognition techniques are

concerned with automatically recognizing objects (17), ob-

ject categories (18), or even general semantic concepts (19)

in images and videos. Over the last years, strong improve-

ments have been achieved by so-called patch-based methods,

which describe images as collections of local regions of in-

terest. Particularly, novel approaches have been developed

for the robust detection and description of interest regions,

which substantially improves the robustness of recognition

(e.g., (20; 17; 21; 22)). Our system builds on these modern

patch-based approaches.

5http://fives.kau.se
6http://www.identifier.com

Pornography Detection: One visual recognition problem

with particular relevance to our work is the detection of regu-

lar pornography. Here, a frequently used approach is to per-

form a statistical analysis on the basis of skin color detection.

Forsyth et al. (23) matched the detected skin regions with hu-

man bodies by applying geometric grouping rules. Wang et

al. (24) applied nearest neighbor classification to skin areas,

achieving a speed-up by a fast filtering of icons and graphs.

Jones and Rehg focused on an accurate detection of human

skin by constructing RGB color histograms from a large-scale

dataset of segmented training images (7). Porn detection is

also of interest for web content filtering: for example, Rowley

et al. used Jones’ skin color histograms in a system installed

in Google’s Safesearch (8). Finally, closest to this work is a

patch-based porn detection approach by Deselaers et al. (4),

which extracts local features by Difference-of-Gaussian in-

terest point detection, describes them with their PCA trans-

formation, and quantizes them with a codebook of patch cat-

egories (or visual words). Our system follows a similar ap-

proach and applies it for the detection of CSA material.

3. APPROACH

We formulate the identification of CSA images as a two-class

classification problem: for each questioned picture, we es-

timate a boolean random variable C indicating the presence

(C = 1) or absence (C = 0) of child pornography. To do

so, the content of the image is represented by a numerical

feature vector x ∈ R
d, which is fed to a statistical classifier

(trained previously on a number of labeled training images).

This classifier estimates a probability (or score) P (C = 1|x).

3.1. Color-enhanced Visual Words

We adopt the frequently used bag-of-visual-words feature

representation (2) for our system, an approach that has re-

cently been shown to give strong results in a variety of visual

recognition tasks such as object recognition (25) or concept

detection (26). The approach has also been applied success-

fully for the detection of general pornographic content (4),

which renders it a promising candidate for CSA detection.

The key idea of the approach is to describe images as col-

lections of local interest regions. These are discretized us-

ing vector quantization, obtaining clusters of visually coher-

ent patches referred to as visual words (in reminiscence to

the well-known “bag-of-words” representation from textual

information retrieval (27)). An illustration is given in Figure

1, which displays patches from the same visual word in the

same line. Obviously, patches within a visual word are vi-

sually correlated, and can often be associated with coherent

objects, like “faces” or “plants”. We expect that the occur-

rence of certain visual words provides powerful hints for the

presence of offensive (or even child-pornographic) material.



Fig. 1. Color-enhanced visual words: the patches in each line

(corresponding to the same visual word) share a similar ap-

pearance and tend to show similar object parts. Histograms

of these visual words are fed to an SVM classifier.

Our implementation extracts local interest regions by a

regular sampling of overlapping rectangular patches of size

14 × 14 pixels at steps of 5 pixels (images are scaled to a

width of 250 pixels). The resulting patch areas are described

by applying the Discrete Cosine Transform (DCT) in YUV

color space, and selecting 78 low-frequency coefficients (36
for luminance and 21 for each chroma channel). This setup

was validated before to give a superior performance to other

local features (such as SURF (20)) in a porn detection sce-

nario (28). The resulting patches are vector quantized us-

ing a visual codebook of prototypes learned by a K-means

clustering over a large-scale set of training images (we use

K = 2, 000, which can be considered a common choice (29)).

Each patch is matched to its closest cluster center (or visual

word), and the number of occurrences of each visual word

in the image is counted. The resulting histogram is used as

feature vector for classification with an Support Vector Ma-

chine (SVM). A χ2 kernel was used, whereas the parameters

C ′ (cost of training sample misclassification) and γ (kernel

smoothness) were optimized using grid search.

3.2. Baseline: Skin Detection

To compare our system with a standard baseline, we employ

skin detection, a frequently used approach in pornography

recognition. We evaluate a setup similar to Jones’ method (7),

which models the distributions of RGB colors c in skin re-

gions, P (c|s), and background, P (c|¬s). For this, RGB color

histograms are used, which were previously estimated from a

set of segmented training images. For each pixel (with color

c), a “skin probability” is estimated using Bayes’ rule:

P (s|c) =
P (s) · P (c|s)

P (s) · P (c|s) + P (¬s) · P (c|¬s)
,

with the prior tuned manually to P (s) = 0.2. Repeating this

for each pixel results in a skin probability map (see Figure

2). After binarization with a threshold of 0.5, size normaliza-

tion, and some morphological post-processing, we obtain skin

(a) (b) (c) (d)

Fig. 2. As a baseline, we employ skin detection. Given an

image (a), a skin probability map is estimated (b), binarized

(c), and post-processed (d). From this information, simple

statistics are extracted and fed to an SVM classifier.

regions, from which four simple features are extracted: the

average skin probability, the ratio of skin pixels (before and

after morphological processing), and the size of the largest

skin region. These features are fed to an SVM for classifica-

tion (3) (using an RBF kernel). Just like for the visual words

approach, parameters were fitted using a grid search.

4. EXPERIMENTS

We evaluate the recognition performance of our system by

measuring the accuracy of detecting real-world CSA material

within several other kinds of image content.

1. CSA – Our target material consists of 20, 000 CSA pic-

tures collected by police partners in the project FIVES.

The features described in Section 3 were extracted on

police sites (we did not have access to the image mate-

rial itself).

2. Porn – This dataset contains 4, 248 images showing

regular pornography, acquired by a random crawl of

pornographic websites and a manual filtering (remov-

ing logos, etc.). We use this material to compare CSA

detection with the detection of regular pornography,

and for testing the detection of child porn within reg-

ular porn.

3. Flickr – This dataset consists of 5, 000 inoffensive con-

sumer photographs downloaded from the web portal

Flickr. The pictures were acquired over several months

by iteratively requesting the most recently uploaded im-

ages, giving an unbiased sample of Flickr content.

4. Corel – This is a subsample of 4, 198 inoffensive im-

ages randomly drawn from the Corel dataset (30), a

well-known standard benchmark in image retrieval re-

search.

5. Web – A dataset of 2, 752 inoffensive images crawled

from popular non-pornographic websites, giving a rep-

resentative mix of logos, graphics, portraits, and other

photographs.



Table 1. Results of regular pornography (“Porn vs. ...”) and

child pornography (“CSA vs. ...”) detection. Our color vi-

sual words approach outperforms skin detection, particularly

when it comes to detecting child pornography.
equal error rate (%)

skin detection color viswords

Porn vs. Flickr 9.5 ± 0.7 9.2 ± 0.3

Porn vs. Corel 8.3 ± 0.2 6.0 ± 0.5

Porn vs. Web 14.1 ± 0.4 9.7 ± 1.0

CSA vs. Flickr 28.5 ± 0.5 21.8 ± 0.3

CSA vs. Corel 26.3 ± 1.2 11.2 ± 0.7

CSA vs. Web 32.3 ± 0.7 13.8 ± 0.4

CSA vs. Porn 27.1 ± 0.6 24.0 ± 1.2

CSA vs. All 38.1 ± 0.7 21.5 ± 0.2

We obtain a variety of test cases by mixing target material

with content from the other datasets (e.g., “CSA vs. Flickr”).

In each case, 2, 000 images (1, 000 per class) were sampled

for both training and testing, and detection accuracy was av-

eraged over 5 runs of random resampling.

CSA detection vs. Pornography Detection: Table 1

shows equal error rates for different combinations of target

and background material. We see that error rates for de-

tecting regular pornography are significantly lower than for

child porn: our system (“color viswords”) as well as the base-

line (“skin detection”) achieve a reliable detection of regu-

lar pornography (with error rates in the range of 6 − 14%),

whereas the visual words approach is more accurate. This

confirms earlier results on pornography detection (4). The

situation is different when it comes to detecting child porn.

Here, error rates are significantly higher (in the range of

11 − 24%), indicating that identifying CSA material is a

more challenging problem than detecting regular pornogra-

phy. This is also illustrated by the ROC curves in Figure 4.

Comparison with Baseline: A second important obser-

vation is that – when comparing skin detection and visual

words for CSA detection – our approach gives significant

performance improvements, ranging from 6.7% (Flickr) to

18.5% (Web). This indicates that – while skin detection is

a suitable approach for regular pornography (7; 8) – it should

not be the first choice when it comes to CSA detection.

Generalization to Different Series: Our CSA and porn

datasets may contain series (i.e., clusters of images taken at

the same location and displaying similar objects), and obvi-

ously detection becomes easier when using images from the

same series for training. Therefore, we also tested the system

when forced to generalize to completely new material (this

was achieved by manually sorting images such that training

and test material were guaranteed to come from disjoint se-

ries). Results are illustrated in Figure 4 (dashed lines, “cross-

series”). We see that performance drops occur in the range of

Fig. 3. Non-CSA samples from the experiments “CSA vs.

Corel” (top) and “CSA vs. Porn” (bottom, pornographic sam-

ples blurred). Content on the left shows the highest CSA

scores, content on the right the lowest.

0.3% (Web) to 4.9% (Corel). Yet, though the generalization

to unknown series poses an even more difficult challenge, our

system still works in general.

Detection in Different Genres: Finally, we observe that

detection accuracy varies with the genre of the content in

which we detect CSA images. For example, CSA detection

in Corel images works well (equal error 11%): as Figure 3

indicates, our system can reliably discard outdoor and land-

scape scenes in the Corel set (whereas color appears to be

a vital source of information). On the other hand, the most

difficult challenge is to discriminate CSA material from reg-

ular pornography (Figure 4, bottom right). Here, detection is

far from reliable, with equal errors in the range of 24% and

higher. Finally, when mixing all Non-CSA genres in equal

shares (“CSA vs. All”), our system achieves a intermediate

error of 21.5% (whereas skin detection fails short of handling

the diversity of material [EER=38.1%]). Overall, our results

indicate that CSA detection is a difficult challenge (though

a ranking of content can be achieved), and that our color-

enhanced visual words approach performs a much more ac-

curate detection of CSA material than skin detection.

Examples: Examples are illustrated in Figure 3, where

we display test images with highest and lowest CSA score.

Obviously, the system makes strong use of color information,

particularly when distinguish CSA material vs. regular porn

(where the system has learned paler skin and relatively dark

backgrounds to be discriminative features of CSA content).

5. CONCLUSION

We have presented a visual recognition system for the detec-

tion of child pornographic image material, based on color-

enhanced visual word features and SVM classification. Our

results indicate that the automatic detection of child sexual

abuse (CSA) material is a much more difficult challenge than
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Fig. 4. As these ROC curves indicate, the detection of regular pornography (green) is more accurate, CSA detection (red) more

difficult. Also, when comparing random sampling (solid) with the “cross-series” experiments (dashed), generalizing to series

of previously unknown material is more challenging. When comparing different datasets, we see that CSA detection works

well on the “Web” and “Corel” datasets, but is less accurate on “Flickr”. The most difficult challenge is to detect CSA material

within pornographic content (equal error 24%).

identifying regular pornography. However, while a mere de-

tection of skin regions (as frequently applied for pornography

detection) is not sufficient, our approach achieves a higher

accuracy such that at least a prioritization of content becomes

possible.

Our system automatically learns pale skin and dark, gray-

ish background to be visual key features for identifying child

pornography. It does not locate persons or identify them as

children (though we observed a certain tendency of the system

to detect facial close-ups). This raises the question whether

our approach can be combined with a face detection and age

estimation (31), which – though a challenging problem by it-

self – poses an interesting alternative. As both approaches

focus on independent aspects of child pornographic material,

their combination might lead to strong improvements.

From a practical perspective, we are currently integrat-

ing the evaluated technologies into a framework developed in

the FIVES project. Here, CSA detection will become part of

an integrated tool for the digital investigator, which we hope

to form the basis for a prioritized, interactive, and efficient

search for CSA material7.
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