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ABSTRACT 

 
This paper describes a content-based cross search scheme 
for two kinds of three-dimensional (3D) human motion data: 
time-varying mesh (TVM) and motion capture data. TVM is 
a sequence of 3D mesh models made for real-world 3D ob-
jects. TVM is generated using multiple-view images taken 
with multiple cameras. Since TVM can record shape, color, 
and motion of the real-world 3D objects, it has been drawing 
a lot of attention these days. In order to realize practical ar-
chiving systems for TVM, efficient retrieval systems are 
indispensable. The retrieval systems for TVM developed so 
far are based on query-by-example. This means additional 
TVM generation is required for constructing queries, which 
is computationally demanding and time consuming. On the 
other hand, motion capture systems are widely used to cap-
ture 3D human motion. However, the data structure is very 
different from that of TVM. Therefore, the two kinds of 3D 
human motion data are incompatible to each other. In this 
paper, we present a retrieval system that enables retrieving 
TVM using motion capture data as queries and vice versa 
using the modified shape distribution algorithm. 
 

1. INTRODUCTION 
 
3D motion capture and recording of real-world objects has 
been one of the ultimate goals of computer vision. One of 
the successful and matured systems is a “motion capture 
system [1]-[3].” Although there are still some problems in 
motion capture systems such as how many sensors are to be 
used and where they should be attached, motion capture 
systems are widely used in commercial applications such as 
movies and video games. Also, there are some free motion 
capture data libraries on the Internet [4]-[6]. 

In motion capture systems, performers wear special suits 
with optical or magnetic markers on their feature points such 
as joints. Thanks to these markers, it is possible to obtain 
structural information (i.e., the location and motion of the 
feature points) correctly, However, the markers or special 
suits often limits the degree of freedom of the performers’ 
motion. In addition, motion capture systems can obtain only 
the skeletal motion: dynamics of the clothes and creases on 
it are out of the scope of the systems. 

In this point of view, some researches to capture the 
whole 3D scenes as time-varying mesh (TVM) has been 
conducted in the last decade [7]-[11]. TVM is a sequence of 
3D mesh models that are generated from multiple-view im-
ages taken with multiple cameras using shape-from-
silhouette approaches. TVM can capture and reproduce not 
only the shape and the color but also the motion of the 3D 
objects. Although the TVM generation is still an emerging 
technology, efficient and effective retrieval systems for 
TVM will be required in the future for managing a large-
scale database of TVM. To our best knowledge, the retrieval 
systems for TVM reported so far are only by the authors 
[12][13]. On the other hand, we can find a number of papers 
on retrieval systems for motion capture data [14]-[16]. The 
difficulty in achieving TVM retrieval systems lies not only 
on the lack of TVM data available to the researchers but also 
on the fact that it is difficult to locate and track the feature 
points in TVM. Due to the non-rigid nature of human body 
and clothes, TVM frames are generated independently re-
gardless of their neighboring frames. Therefore, the number 
of vertices and connection change every frame, which makes 
it difficult to extract structural information. Although there is 
a paper to regularize the 3D mesh using a deformation algo-
rithm [9], it is necessary to refresh the 3D model every few 
frames. 

In our previous TVM retrieval systems [12][13], a query-
by-example approach was employed. Although the system 
demonstrated promising results, query sequences were se-
lected from the database and matched with the other se-
quences. It is computationally expensive and time consum-
ing to generate new TVM sequences as queries. Therefore, 
how to generate queries with lower cost is still an open prob-
lem. 

The purpose of this paper is to develop a retrieval system 
that combines TVM with motion capture data for low cost 
and efficient content-based 3D motion search. The system 
enables us to retrieve TVM sequences using motion capture 
data as queries. In addition, it is also possible to retrieve 
motion capture data using TVM. Since the data structure is 
different from each other, we first convert motion capture 
data to 3D mesh sequences, which can be easily conducted 
using 3D computer graphics (CG) rendering software. Then, 
feature vectors are extracted from the rendered mesh models 
using our modified shape distribution algorithm [12][13]. In 
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this manner, the feature vectors in the same feature domain 
are extracted from both TVM and motion capture data. The 
similarity evaluation is accomplished by dynamic program-
ming (DP) matching among the feature vector sequences. 
Besides, 3DCG animation characters can also be used in the 
system. Experimental results demonstrated very promising 
results by retrieving most of the related motion sequences.  
 

2. TIME-VARYING MESH (TVM) 
 
The TVM data in this work were obtained employing the 
system in [10]. They were generated from multiple-view 
images taken with 22 synchronous cameras in a dedicated 
studio of 8 m in diameter and 2.5 m in height.  

Different from 2D video, TVM is composed of a con-
secutive sequence of 3D models. An example of our TVM 
data seen from a certain view point is shown in Fig. 1. Need-
less to say, the view point can be changed arbitrary accord-
ing to the users’ taste. Each frame of TVM is represented as 
a polygon mesh model. Namely, each frame is expressed by 
three kinds of data: coordinates of vertices, their connection, 
and color (not shown in the figure). 
 

3. RETRIEVAL ALGORITHM 
 
3.1. Shape Feature Extraction 
 
The essential point in our system is that feature vectors 
compatible to those from TVM are extracted from the mo-
tion capture data. For this purpose, the motion capture data 
are firstly converted to 3D mesh models using off-the-shelf 

3DCG rendering software. Then, feature vectors are gener-
ated from both rendered mesh models and TVM using the 
modified shape distribution algorithm [12][13].  

The modified shape distribution is an algorithm to calcu-
late the global shape feature of 3D models. The algorithm 
derives from the shape distribution developed in [17] and 
has been modified to extract feature vectors more stably and 
accurately. In the original shape distribution [17], a number 
of points are randomly scattered on the 3D model surface 
and distances among all possible combination of the points 
are calculated to form a distance histogram, which is used as 
a feature vector. The shape distribution algorithm is robust 
to objects’ translation, rotation, scale change, mirror, tessel-
lation, simplification, and so on. Therefore, model size in-
consistency between TVM and motion capture data can be 
neglected in the matching. In our modified shape distribu-
tion algorithm [12][13], the vertices of the 3D mesh models 
are clustered in advance to scatter the representative points 
uniformly, thus achieving stable and accurate feature vector 
generation. 
 
3.2. Similarity Evaluation 
 
Once the motion capture data and TVM are represented as 
feature vectors, the similarity evaluation among sequences is 
simple. In this paper, the similarity is calculated using a DP 
matching as in [12][13]. 

Assume that we have a database (Y) of TVM and motion 
capture data. Then, let us denote the feature vector se-
quences of the query (Q) and the i-th clip in Y, Y(i), as fol-
lows: 
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where qs. and yt
(i) are the feature vectors of the s-th and t-th 

frame in Q and Y(i), respectively. Besides, l and m represent 
the number of frames in Q and Y(i). Important to note here is 
that it does not matter whether Q and Y(i) are from TVM or 
motion capture data.  

Let us define d(s,t) as the Euclidean distance between qs. 
and yt

(i) as in (2): 
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Fig. 1. Example of our TVM data: (a) close-up, (b) se-
quence. Our TVM consists of three kinds of information: 
coordinates of vertices, their connection, and color. 

TVM data

Motion capture data Rendered 3D models
Feature vectors
by modified shape distribution

Feature vectors
by modified shape distribution

Similarity evaluation
and retrieval

Fig. 2. Flowchart of the proposed retrieval system by the 
combination of TVM and motion capture data.  
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( ) ( ), q y i
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Then, the dissimilarity (D) between the sequences Q and Y(i) 

is calculated as 
( )( ) ( ) 2 2, c ,iD Q Y l m l m= +   (3) 

where the cost function c(s,t) is defined as in the following 
equation: 
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In this manner, similar motion search is achieved. The flow-
chart of the overall process is shown in Fig. 2. 
 
3.3. Discussion 
 
The counterpart of our approach would be extracting skele-
ton models from TVM that are compatible to motion capture 
data and apply retrieval algorithms developed for motion 
capture data. Once the structural information is obtained 
from TVM, it would be possible to use well-established and 
sophisticated retrieval algorithms for motion capture data 
[14]-[16]. 

Examples of extracting structural information from TVM 
or 3D volume data can be found in [19]-[21]. And, some 
preliminary results of the retrieval based on the idea de-
scribed above is demonstrated in [21]. However, it is gener-
ally difficult to extract structural information from TVM 
stably. Since TVM is constructed only from multiple images, 

the generated 3D models are noisy by nature. When noise 
such as holes, truncation, inconsistent connection, and so on 
exist in TVM data, the topology of the extracted skeleton 
models change drastically. In addition, when some of the 
body parts touch to each other, the topology of the original 
3D model itself changes, making it harder to extract struc-
tural information consistent to neighboring frames. There-
fore, extracting feature vectors from motion capture data that 
are compatible to those of TVM is more practical approach. 
 

4. EXPERIMENTAL RESULTS 
 
In this paper, we used motion capture data available on [5]. 
We used stretching, pitching, walking, and skipping se-
quences. Table 1 shows a list of the motion data used in the 
experiments. The motion capture data in the Biovision Hier-
archical (bvh) format were converted to naked 3DCG mesh 
models using a rendering software called Poser [18]. The 
number of sampled vertices and the number of bins (i.e., 
dimension of the feature vectors) were both set at 1,024. 

Fig. 3 demonstrates one of the retrieval results using a 
walking sequence in motion capture data as a query. In the 
figure, only the first 10 frames are shown due to the space 
limitation. We can see that walking sequences in both mo-
tion capture data and TVM are correctly retrieved. 

Fig. 4 shows the similarity scores among the sequences. 
The darker the color is, the more similar the sequences are. 
The maximum value (the largest dissimilarity D mapped to 
the grayscale value of 255) is about 3,000. When the se-

Table 1. List of motion sequences. 
ID Motion Source 
a stretch TVM 
b stretch TVM 
c stretch motion capture 
d pitching TVM 
e pitching motion capture 
f pitching motion capture 
g pitching motion capture 
h walk TVM 
i walk TVM 
j walk TVM 
k walk TVM 
l walk TVM 
m walk motion capture 
n walk motion capture 
o skip motion capture 
p skip motion capture 
q skip motion capture 
r skip motion capture 
s skip motion capture 

 

(a) 

(b) 

(c) 

(d) 
Fig. 3. Results of content-based retrieval: (a) query (se-
quence m), (b) the most similar sequence (sequence n), (c) 
the second (sequence k), (d) the third (sequence j). Only the 
first 10 frames are shown. The scores for sequences n, k, 
and j were 805, 1245, and 1280, respectively. 
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quences are similar, the distance is generally below 2,000. It 
is demonstrated that the similar motions yields higher simi-
larity score properly regardless of its data type. In addition, 
the second most similar motion group to “walk” sequences is 
“skip” motion, which coincide with our perception of simi-
larity. Therefore, we can conclude that the similarity evalua-
tion in the feature vector space of the modified shape distri-
bution is a reasonable approach for the retrieval using TVM 
and motion capture data. For the retrieval performance itself 
using modified shape distribution, please refer to [13]. 
 

5. CONCLUSIONS 
 
In this paper, we have developed an efficient content-based 
retrieval system for TVM and motion capture data. In con-
ventional retrieval systems for TVM, low cost query genera-
tion has been a problem. In the present system, motion cap-
ture data were rendered as 3DCG mesh models and the 
shape feature vectors were extracted from both TVM and the 
3DCG mesh models using the modified shape distribution 
algorithm. The similarity evaluation criteria has been em-
ployed from our previous work. As a result, efficient TVM 
retrieval using motion capture data as queries and vice versa 
has been made possible. Experimental results demonstrated 
the validity of our approach by retrieving proper sequences. 
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Fig. 4. Similarity scores among sequences. The indices 
from a to s corresponds to those in Table 1. It shows that he 
darker the color is, the similar the sequences are. 
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