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Abstract—Most of the existing buffer allocation and sharing 
schemes can not make full use of the system resources while 
being implemented independently. Here, based on analysis 
of the existing schemes, we propose a new algorithm, 
Balanced Buffer Sharing of Limited Resource (BBSLR), 
which allocates resources for each request according to the 
available cache and disk bandwidth, and adjusts buffer size 
according to the current request distribution and available 
resources dynamically. It does a good job of managing 
resources to maximize the number of simultaneous clients 
and enhance start-up delay. With BBSLR, the resources 
consumption will be balanced by rational allocation of the 
available resources, the average start-up delay will be 
reduced by caching the data at start and more clients will be 
served consequently. These conclusions are proved by 
comparing with several existing methods experimentally. 

 

1. INTRODUCTION 
 
The growing popularity of streaming media places an 
increasing strain on both network and server resources. 
Streaming media requires large amounts of network and 
disk bandwidth to successfully transmit streams from a 
server or proxy to the client. The most common solution is 
to simply purchase more resources. However, it doesn’t 
make sense always for technical or economic reasons. So 
some algorithms proposed can make full use of the server 
resources by substituting one set of resources for another. 
These algorithms include static buffer allocation scheme [1], 
dynamic buffer allocation scheme [ 2 ], buffer sharing, 
prefetching [3], batching [4], etc. Each of them is explicitly 
designed for a particular problem and is not generalized to 
generic resources types. On the other hand, these algorithms 
never take the distribution of the requests into consideration 
while allocating resources. 

In this paper, we propose a dynamic buffer allocation 
and sharing schedule based on these existing solutions. For 
the server configured with nowadays probability resources, 
this algorithm allocates resources for a new request 
according to available cache and disk bandwidth and adjusts 
buffer at run-time according to current request distributing 
and available resources dynamically. With this algorithm, 
the resources consumption will be more balanced and the 

video server will simultaneously serve more clients without 
any additional resources.  
 

2. RELATED WORK 
 
The static buffer allocation scheme determines the minimum 
buffer size based on the assumption that the system is in the 
fully loaded state. It can not use memory efficiently by 
allocating a larger buffer than necessary when the system is 
not in the fully loaded state [2]. The dynamic buffer 
allocation scheme, that mends it by computing the buffer 
size at run-time, is more adaptive to these applications 
similar to VOD. 

Buffer sharing uses a single disk stream to serve 
multiple clients by caching data in memory. It can reduce 
disk stream requirement, enhance system performance and 
reduce start-up delay because of the faster read speed of the 
memory also [5]. Buffer sharing methods include frequency 
caching [6], fixed-sized caching [7] and interval caching (IC) 
[8] and so on. IC method is relatively effective [9]. It works 
as follows: if two client requests for the same file arrive 
close together in time, the data delivered to the first client 
can be retained in memory until it is delivered to the second 
client. In this method, we need to determine the size of 
interval buffer and the times of allocating buffer and 
remaining data. Typical algorithms include Generalized 
Interval Caching (GIC) [8], Non Preemptive Interval 
Caching(NIC), Controlled Buffer Sharing (CBS) [10], and 
Multi Policy Integrated Cache MUPIC  [11] and so on. 
This section mainly introduces CBS and MUPIC. 

CBS [10] presents a concept of distance threshold 
(denoted dt), and defines $$ MI  (when $$ MI  is an 
integer), $$ MI  or $$ MI  (when $$ MI  is not an 
integer) as the optimal dt. M$ and I$ separately denote the 
price of memory and disk bandwidth needed by a 
independent request. Distance threshold dt is the number of 
buffer blocks which can be used to cache the sharing data. If 
the needed buffer blocks between two adjacent displays 
referencing the same video exceed dt, they are allowed to 
neither pin their intermediate data pages nor share one disk 
stream using memory. This algorithm computes the amount 
of required buffer and disk bandwidth according to the input 
parameters of request arrival rate, access distribution, dt and 
so on at system design time, then configures the system with 
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the computed results. At system run time, the data will not 
be cached in the buffer until the new request arrives, whose 
distance does not exceed dt with the former request. So, 
there will be a transition state where the new request would 
need to be served with the disk while the corresponding 
interval is being cached. 

If we apply CBS to the practice, it may result in that the 
requirements of the resources computed can not be satisfied 
for technical or other reasons. On the other hand, since it 
does not cache the data used by the former request in the 
buffer before the new request which can share the data with 
the former one arrives, the new request needs to be served 
by a new disk stream for an interval time. Relative to cache 
the data when serving the former request, this way needs to 
expend more resource (disk bandwidth) and can not also 
lessen start-up delay. 

MUPIC [11] mainly depends on comparison of the ratio 
of cache usage (Mi/M) and the ratio of disk bandwidth usage 

Bi/B  to determine whether or not cache data in the 
buffer. Here, M denotes the size of the whole memory. Mi 
denotes the size of the needed buffer when a new request is 
served with the buffer. B and Bi separately denote the 
bandwidth of the whole disk and the required bandwidth of 
each stream served by a disk stream. When the ratio of 
cache (disk bandwidth) usage is lower than the ratio of disk 
bandwidth (cache) usage, it will use the buffer (disk 
bandwidth) to serve requests. When the two ratios are equal, 
it does not matter if the stream uses disk bandwidth or 
buffer. Similar to CBS, MUPIC does not cache the data in 
the buffer until new request needs to be served with the 
buffer. 

Although MUPIC can decrease the consumption rate of 
single resource, but it is possible that one resource has 
reached bottleneck while another has many available since 
the rate of the whole resources usage is not considered. If 
the latter request needs to be served by the bottleneck 
resource, MUPIC needs to replace resource first. At this 
time, MUPIC needs to reallocate the resources before 
system steps forward and will lead to more start-up delay. 
 

3. BBSLR ALGORITHM 
 
Balanced Buffer Sharing of Limited Resources (BBSLR) 
algorithm allocates the size dm of buffer for the initial 
request. The value of dm is dynamically determined based on 
available cache, disk bandwidth and bandwidth required by 
the requested stream. The size of the allocated buffer is 
dynamically adjusted at run-time according to the current 
request distributing and available resources. 

For the sake of obtaining the mathematical 
representation of the problem, we give some assumptions: 
1) the stream will have a constant bit rate. 
2) the requirements of disk bandwidth and cache of each 

request are fixed. 
3) the stream served by using disk stream will demand 

some buffer space. The stream served by using buffer 

will only demand relevant buffer space. The streams 
will be only served by using disk and/or buffer. 
Table 1 gives the variables used in BBSLR algorithm.  
After media server accepts a request, each individually 

served display needs to consume disk bandwidth of one 
stream and some memory space. For instance, if the ith 
request is served individually by a disk stream, Mi and Bi 
used by it will be separately Mi’ and Bi’. According to table 
1, the resources used by n users can not exceed the total 
resources of server [11]. These are shown in (1) and (2). 
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Here, dm is a distance threshold [10]. It limits the size of 
the needed sharing buffer between two adjacent displays 
referencing the same stream. If the needed buffer size 
between two adjacent displays exceeds dm, they are allowed 
to neither cache their intermediate data nor share one disk 
stream by using memory. The requirements of the buffer 
and disk bandwidth are affected by the value of dm. In the 
practical system, choosing optimal dm can make the best of 
the existing resources. The value of T denotes size of the 
interval cache finally formed by these requests sharing one 
disk stream. The value of dm is calculated by using (3) in 
this algorithm: 

)1(

)0)(2,(

)0(

'''
'

'

''''
'

'

ni

BorBB
n

MMMMin

BandBBM
B
B

d

i

i
i

m  (3) 

The computation of the buffer size to be allocated 
considers both available resources and disk bandwidth 
required by the requested stream in (3), so that it can keep 
balance of cache and disk bandwidth consumptions. 

Table 1 The variables used in BBSLR 

Variable Description 

M Size of the whole memory (byte) 
B  Size of the whole disk bandwidth (bps) 

M’ Size of the currently available memory (byte) 
B’ Size of the currently available disk bandwidth (bps) 
Mi Size of the cache used by the ith request (byte) 
Bi Size of the bandwidth used by the ith request (bps) 

Mi’ 
Size of the cache required by the ith request served 
by disk stream (byte) 

Bi’ 
Size of the Bandwidth required by the ith request 
served by disk stream (bps) 

n Number of user requests in service at some time  

dm Limit of interval cache size between two adjacent 
displays referencing the same video (byte) 

T Size of whole interval cache of a certain video(byte)
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Request management process of BBSLR is described in 
the following. 
1) If the video A is requested by the ith request and the 

requested data is not in the buffer, the bandwidth Bi’ 
and the buffer dm (dm, equal to the bigger of Mi’ and the 
result calculated by (3)) (T=dm) are allocated for the 
request i. Then the video A is read from disk by Bi’, sent 
to the user and simultaneously cached in dm. 

2) If the video A is requested by the ith request and the 
requested data is in the buffer, this request will be 
served directly from the buffer. Then perform 3). 

3) If the ith request can be served from the buffer, 
assuming that t is the interval time between this request 
and the former request for video A. A new dm’ is 
calculated by (3) and compared with (dm-t*Bi’). If dm’ 
is bigger, the size T of the buffer is grown to the length 
of T’, where T’=T+dm’-(dm-t*Bi’). Otherwise, keeping T 
fixed and above procedure repeats until no new request 
arrives. 

4) If no new request for the video A arrives in the period 
of the buffer remained by T or T’, superfluous buffer 
space is reclaimed at the end of T or T’ and only part of 
the buffer is left to provide service for these requests 
arriving in this period. 

5) When new request arrives, if there are not enough 
available resources and enough resources can not be 
replaced (i.e., (1) or (2) is not satisfied), the new request 
is rejected. 

6) If the service terminates, the resources of buffer and 
disk bandwidth are reclaimed. 

 
3.1. The Buffer Allocation and Reclamation Algorithms 
 
Buffer allocation: when a new request arrives, dm is 
calculated by (3). If this request is served by disk stream, the 
buffer Max(dm,Mi’) is allocated to this request. If the request 
is served from the buffer, we compare the value of dm with 
the size of the buffer, which is remaining after we have 
allocated and some of them have formed interval, then set 
the bigger as the size of new available buffer. If available 
cache is not enough, the buffer reclamation algorithm is 
called. 

Buffer reclamation: 
1) when the service is over, the idle buffer resource is 

reclaimed. 
2) if no new request for the video A arrives in the period of 

the buffer remained by T or T’, superfluous buffer space 
is reclaimed at the end of T or T’ and only part of the 
buffer is left to provide service for these requests 
arriving in this period. 

3) if available cache is not enough when new request 
arrives, buffer reclamation operations as follows: (a) If 
there is the buffer that has been allocated and interval 
cache is not formed in it yet, we directly reclaim it. (b) 
Otherwise, if interval cache has been formed in Mi, 
there is no adjacent request after Mi and the rate of 

buffer Mi to bandwidth Bi’ is the largest, then the buffer 
Mi is reclaimed, and these requests served by Mi will be 
served by disk bandwidth. 

 
3.2. The Disk Bandwidth Allocation and Reclamation 
Algorithms 
 
Disk bandwidth allocation and reclamation: 
1) when available disk bandwidth is enough, the required 

bandwidth is allocated to the request. 
2) when available disk resource is not enough, the disk 

bandwidth, which is serving the request j which has the 
least interval time from the former request and is served 
by disk stream, will be reclaimed and request j will be 
served from the buffer. 

3) when the service is over, the corresponding disk 
bandwidth is reclaimed. 

 
4. EVALUATION OF BBSLR 

 
These experiments are based on network architecture that 
includes a video server and many users, and that the users 
can directly communicate with the server by enough 
network bandwidth. The server contains 100 constant bit 
rate videos, Bi’=2Mbps( ni1 ), Mi’=1MB( ni1 ). The 
length of each video is 90 minutes. For experimental 
purposes, we assume that the request arrival follows an 
Average process with rate r. The frequency of access to 
each object is based on a Zipf distribution with parameter 
0.271, and the videos in the disk are organized according to 
the access frequency of each video. We configure 
experimental server with B=1Gbps and M=1/2/3/4GB. We 
compare the performance of different buffer sharing 
techniques (including BBSLR, CBS, MUPIC and FCFS) by 
experimental results. Here, we use a round-based technique 
similar to the one described in [10]. 

First, M is fixed 2GB. Experiments are executed by 
changing the value (20, 40, 60, 80, 100) of arrival rates r. 
Fig. 1 shows simultaneous clients sustained by each scheme. 
The result shows that the BBSLR algorithm achieves good 
performance and the result accords with that of MUPIC. 

Secondly, r is fixed 50 requests per minute. 
Experiments are executed by changing the value (1, 2, 3, 4) 
of M. Because system configuration will be adjusted with 
current market in reality, we compare adaptive abilities of 
these schemes for two resources different rate by changing 
the size of one resource. Fig. 2 shows simultaneous clients 
sustained by each scheme for different M. The result shows 
that adaptive ability of the BBSLR algorithm is relatively 
better. 

At last, we test response time of user requests, because 
one of the purposes of buffer sharing is to reduce start-up 
delay of users properly by quick response of memory. 
Assume that response time is Ta seconds directly served by 
disk stream and Ta*10-3 seconds served by buffer. Fig. 3 and 
Fig. 4 show respectively average start-up delay of the 
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requests for different r and different M. Due to caching the 
data in the buffer at the start and providing service for the 
latter requests directly, BBSLR algorithm can improve the 
average start-up delay. 

 
Fig. 1 Comparison of simultaneous clients for different r 

 
Fig. 2 Comparison of simultaneous clients for different M 

 
Fig. 3 Comparison of average start-up delay for different r 

 
Fig. 4 Comparison of average start-up delay for different M 

 
5. CONCLUSIONS 

 
In this paper, based on the existing buffer allocation and 
sharing schemes, we propose BBSLR algorithm. Being 
compared with existing algorithms, the advantages of 
BBSLR algorithm lie in: (1) the resources can be utilized 
rationally because this algorithm dynamically allocates 
resources based on available cache and disk bandwidth and 
dynamically adjusts buffer according to current request 
distributing and available resources; (2) it makes the two 
resources to consume evenly by allocating the resources 
according to the ratio of available cache to disk bandwidth; 
(3) caching the data in the buffer at the start can not only 
reduce the average start-up delay, but also lessen the 
requirement of disk bandwidth.  

In our next research, we will add support of VCR 
functions to BBSLR algorithm, and extend BBSLR to 
variable bit rate (VBR) media. 
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