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ABSTRACT

We propose a HOG-based hand gesture recognition sys-
tem running on a mobile device. Input data is a video of
hand gesture taken by a mobile device. The input data is
compared with a database storing hand gesture images,
which was synthesized with rotation variation. The com-
parison is done based on their HOG features and the ges-
ture corresponding to the best-matched image is returned
as the result. The recognition algorithm is implemented
on a client-server system. The proposed system is ap-
plied to American Sign Language (ASL) alphabet recog-
nition problem. The experimental results show that the
proposed recognition algorithm improves HOG’s robust-
ness under rotation change and compare processing time
with different network configurations.

Index Terms— Hand gesture recognition, HOG fea-
ture, Client-server system

1. INTRODUCTION

Human hand is one of well-used communication
tools in our daily life. This visible body action has
played an important role in our culture because it enables
communication across a language barrier. In particular,
speech- and language- impaired people use their hands
for daily communication. Recently, hand gesture has
been used for human-computer interaction [1].

Using image processing and computer vision tech-
niques for recognizing hand gesture is natural since the
target is visual information. One traditional approach for
the recognition is the use of data gloves. Data gloves can
retrieve accurate hand pose information by using finger
bend sensors and have been successfully used for sign
language recognition [2]. A recent trend uses depth in-
formation for hand gesture recognition [3, 4, 5] inspired
by depth image based human pose estimation [6].

Another recent trend in vision community is to de-
velop (existing) vision technique on mobile devices [7,
8, 9]. One of the advantages of mobile vision systems

is its portability. Building vision applications on mobile
devices, people can receive benefit from the applications
in any place where people can go. A key issue in devel-
oping such mobile applications is the limited capability
of mobile devices, which have several constraints on its
computational power, network speed, etc.

1.1. Purpose of this paper

In this paper, we propose a hand gesture recognition
system running on a mobile device. To compensate the
weak processing capability of mobile devices in running
accurate recognition while keeping fast processing, the
proposed system is built as a client-server system. The
user takes a video of hand gesture by a mobile device.
Given the picture, the client and the server share the bur-
den of computation over the whole process. Finally, the
user receives the recognition result from the server via
the client.

This paper has two contributions. One is developing
a general hand gesture recognition system on a mobile
device. Although we tested the proposed system with
a fingerspelling recognition problem, the proposed sys-
tem was designed to keep its generality. It can be eas-
ily applied to other gesture recognition tasks. The other
contribution is the robustness of our gesture recognition
algorithm. The proposed system adopts the Histogram
of Oriented Gradients (HOG) feature. However, HOG is
known to be sensitive to object rotation. This disadvan-
tage is remedied by using a database of HOG descriptors
corresponding to computer-generated hand images, with
which the sensitivity to object rotation can be countered
by adding variation in appearances in the database.

2. HAND GESTURE RECOGNITION ON A
MOBILE DEVICE

This section describes the details of the proposed
hand gesture recognition system on a mobile device. The
hand gesture recognition algorithm is described in §2.1

1

978-1-4799-5751-4/14/$31.00 ©2014 IEEE ICIP 20143973



and then the system configuration is described in §2.2.

2.1. Hand gesture recognition algorithm

The proposed system solves the hand gesture recog-
nition problem as a matching problem. The system holds
a database that stores a set of hand gesture images, each
of which is assigned a label indicating the correspond-
ing gesture. Given a query image, the algorithm com-
pares the query image with the all database images and
returns the label of the best-matched image as the recog-
nized gesture. Histogram of Oriented Gradients (HOG)
feature [10] is used as the matching metric. The recogni-
tion algorithm takes the following three steps: hand area
extraction, feature extraction, and feature matching.

2.1.1. Hand area extraction

The recognition algorithm first extracts the hand area
in the input image. Hand (or skin) extraction has a long
history [11, 12, 13]. Robustness against cluttered situa-
tion and, since the hand extraction may be implemented
on mobile devices, computational complexity must be
considered. The proposed system applies simple bina-
rization in HUV color space. Morphological operations
are applied to the binarized image to remove extraction
noise. Specifically, the proposed algorithm applies clos-
ing first and then opening operations [14].

2.1.2. Feature extraction

Next step is to compute the features of the extracted
hand area. The proposed system uses the Histogram of
Oriented Gradients (HOG) descriptor [10] to represent
hand shape. HOG descriptor describes the shape of the
target object by a histogram of intensity gradient. An
advantage of the HOG feature is that it is robust under
illumination change and shadow; a disadvantage is that
its performance suffers under object rotation. Although
HOG has its origins in human detection, it is a suitable
and popular choice for hand pose estimation [15, 16].

The proposed system follows the parameters used in
the original HOG paper [10]. Given an input image of
fixed size, HOG gives a feature vector. First, the gradient
vector at each pixel is computed. A set of cells, each of
which consisting of 9× 9 pixels, are defined without any
overlap. For each cell, a weighted histogram of gradient
orientations is computed. Bins are evenly spread over 0
to 180 degrees, specifically 9 bins with 20 degrees inter-
val are used. Then, a set of blocks, each consisting of
3 × 3 cells, are defined with overlap. For each block, a
feature vector of 9× 3× 3 = 81 dimensions is obtained.

2.1.3. Gesture recognition

The final step of the recognition method is to find
the best-match image in the database. Each image stored
in the database is processed beforehand and has a HOG
feature. Any nearest-neighbor algorithm in the feature
space can be used. Here, we just use the simplest brute-
force matching, since the number of the images in the
database remains low. HOG features of the input image
is compared with the HOG feature of each database im-
age. The L2 distance of two HOG features is used as
matching metric. The database image with the minimum
L2 distance is selected as the best-matched image. The
recognition method returns the assigned label of the best-
matched image as the recognition result.

2.1.4. Hand gesture image database

The proposed method uses a database storing a set of
hand gesture images. Variation of the database images
directly affects the recognition result. The more varia-
tion the database has, the more accurate the recognition
result becomes. However, with more images the brute
force matching takes more time. Since HOG features are
robust to illumination change and shadow but not to tar-
get object orientation, the database should have variation
w.r.t. target object orientation.

Due to the difficulty to correctly label and classify all
degrees of freedom of a human hand image, the database
images are synthesized by using LibHand [17], which
is an open source software that renders a realistic 3D
hand model. The model has 21 joint angles which sup-
ply 63 degrees of freedom when not constrained by the
joint characteristics. Biological constraints are imposed
by fixing joints that are not introduced by Lee et al. [18].
Each gesture pose is created by manually adjusting the
non-fixed parameters and then a set of images with dif-
ferent orientation is rendered for each gesture pose.

2.2. Client-server system configuration

The proposed system is a client-server system using
a mobile device as the client and a desktop PC as the
server, those which are connected via the Internet. A user
takes a picture of hand gesture by his/her mobile device.
The gesture recognition task explained in §2.1 is shared
between the client and the server. The user (the mobile
device) receives the recognition result from the server.

To obtain the best performance with this client-server
system, two issues must be considered. One is computa-
tional costs of the recognition method and computational
power of the two devices in the system. In general, server
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Table 1. Recognition rate of ASL alphabet recognition
experiment.

Query \ DB Frontal view Multi-view
Frontal view 0.34 0.47
Slanted view 0.24 0.39

Table 2. The mean and the standard deviation of pro-
cessing time on each device [msec.].

Hand extraction HOG extraction
Client Server Client Server

XGA 538.6± 67.0 73.3± 6.2 625.0± 91.3 7.3± 1.5
SVGA 277.1± 42.7 38.5± 4.6 326.4± 41.9 3.2± 1.4
VGA 176.9± 28.0 26.5± 4.5 209.0± 30.8 2.1± 0.5

QVGA 51.2± 13.7 9.9± 2.7 64.1± 12.7 1.1± 1.1
QCIF 24.5± 10.6 3.8± 1.4 34.6± 9.8 0.9± 0.4

PCs and mobile devices are unequal in terms of compu-
tational power. It is natural that systems assign compu-
tationally heavier tasks to server PCs and from this point
of view, it is best if the mobile device sends the obtained
picture to the server and the server executes all the pro-
cesses. The other issue is network speed. Since users
may bring mobile devices some places where the net-
work speed is slower, client-server systems generally are
designed to avoid transferring larger amounts of data. In
this sense, it is better to execute HOG feature extraction
on the client side and then send the HOG feature, which
is smaller data than the original image.

In this paper, two setups are implemented. As de-
scribed in §2.1.4, the proposed system must hold a hand
gesture image database on either the client or the server
side. Since it is not desirable to store a large amount of
data on mobile devices, we decided to store the database
on the server side. This means that the final matching
process (§2.1.3) is executed on the server side. We there-
fore have two choices for the system configuration: (1)
the client sends the original picture to the server and the
server executes all the processes. (2) the client executes
HOG feature extraction and send the extracted feature to
the server and the server executes the matching process.
In the experiments, we compared these two basic config-
urations.

3. EXPERIMENTAL RESULTS

For validation of the proposed system, two exper-
iments were conducted: one for recognition accuracy
(§3.1) and the other for processing time (§3.2). In both
experiments, fingerspelling of American Sign Language

(ASL) was used as the target gesture. ASL defines signs
for the 26 letters of the English alphabet which are an
appropriate candidates for hand configurations with high
potential for real world application. These 26 signs are
expressed by 19 hand shapes1.

The HOG descriptor is computed with a total of 64
cells defined by 8 columns and 8 rows. Each cell holds 9
bins that range from 0 to 180 degrees.

For orientation variation, hand gesture of each let-
ter is rendered with 75 uniformly-sampled viewpoints
from the interval [−π, π] for azimuth angle and [0, π] for
elevation angle. Total number of database images was
1425 = 19× 75.

3.1. Gesture recognition w.r.t. pose variation

We first validated the robustness against pose varia-
tion by using two databases. As described in §2.1.4, the
proposed system improves HOG’s robustness under ori-
entation change by adding rotated images to the database.
For this experiment, two databases were created. Frontal
view database contains only frontal-view images while
Multi-view database also contains rotated variations. The
test dataset for this experiment was collected from four
persons, who are non-native to sign language. Each per-
son showed 19 signs, each of which has three rotation
variations. The three variations are a frontal view and
two slanted views, one’s azimuth angle is set to either
30◦ or -30◦ and the other’s elevation angle is set to either
30◦ or -30◦. Note that we don’t compare the proposed
method with other state-ot-the-art because the recogni-
tion algorithm is not the main scope of this paper.

Table 1 shows the recognition rate that is computed
by dividing the number of success cases by the total num-
ber of queries. In both cases, we obtained better recogni-
tion rate with Multi-view database, 47% for frontal view
queries and 39% for slanted view queries. Considering
state-of-the-art methods [3, 5], 47% of recognition rate
is acceptable2. Interesting observation here is that the
pose variation improves the recognition accuracy even
when the query is frontal view. This might be caused
by the quality of the query images. Some gesture on
the frontal view queries were slightly rotated uninten-
tionally. The recognition algorithm therefore performed
better with the Multi-view database than with the Frontal
view database.

1Each of the groups of letters (H,N,U), (K,P), and (D,G,Q) has a
common shape at different rotation and J and Z involve motion.

2[3] achieves 49.0% and [5] achieves 73.3%.
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Table 3. The mean and the standard deviation of processing time through each network.
LAN [msec.] SHORT WAN [sec.] LONG WAN [sec.]

RAW HOG RAW HOG RAW HOG

XGA 662.2± 88.3 766.5± 93.8 14.3± 3.1 0.8± 0.1 15.3± 3.6 1.8± 0.2
SVGA 375.5± 131.0 377.5± 81.6 10.3± 3.2 0.5± 0.1 12.4± 4.8 1.4± 0.1
VGA 255.0± 45.4 295.4± 38.3 8.5± 2.4 0.4± 0.0 8.7± 2.0 1.4± 0.2

QVGA 112.7± 74.3 118.9± 19.6 5.8± 1.8 0.2± 0.0 7.4± 2.8 1.2± 0.2
QCIF 92.9± 22.1 101.8± 21.7 5.1± 1.9 0.2± 0.0 7.1± 2.9 1.1± 0.1

3.2. Processing time in a client-server system

Two experiments were conducted to evaluate the pro-
cessing time of the algorithm. We used the following de-
vices throughout the two experiments. A Google Nexus
7 was used for the client device and a desktop PC acted
as the server. The client device has a camera with five
types of resolution3, a quad-core 1.5GHz CPU, and 2GB
RAM. The server device has an Intel Core i7-2600 pro-
cessor (3.4 GHz) and 16 GB RAM. Since Nexus 7 uses
YUV format for captured videos, hand extraction process
involves color convert from YUV to HUV.

3.2.1. Processing time on each device

We measured the time spent for each process on each
device to investigate their differences. Table 2 compares
the measured processing time. The processing time of
HOG feature matching was not considered since the pro-
cess is always executed on the server side. The ratio of
processing time for hand extraction on the client side to
the one on the server side was about 5-7 while that for
HOG extraction was about 40-100. Considering the real-
timeness, 15-30 fps = 33-66 msec., the client device can
accept only QCIF while the server can do at most SVGA.
The result thus encourages to compute as much process
as on the server side.

3.2.2. Processing time through network configurations

The last experiment was conducted to measure the
processing time through the entire network that include
both computation time and network transfer. We built
three different network configurations: LAN, SHORT
WAN, and LONG WAN. In LAN setup, the client device
and the server device were located in a local network
and are connected via a wireless router. SHORT WAN
and LONG WAN connected the devices over a 3G mobile
network but differ in network path. In LONG WAN net-
work, all packets were routed over a machine physically

3XGA (1280×768), SVGA (800×608), VGA (640×320), QVGA
(320× 240), QCIF (176× 144)

located far from the server and its processing time took
longer than SHORT WAN. We confirmed that the long
WAN network just introduced high latency but not sig-
nificant decrease in bandwidth. We compared these three
network configurations with two process sharing setups:
RAW and HOG. Input video was sent to the server in the
RAW setup while the HOG feature extracted on the client
side was sent to the server in the HOG setup.

Table 3 compares all combination of the network
configurations and the process sharing setups. Note that
the processing time through the LAN network is in the
units of msec. while ones through the other networks are
in the units of sec. The result shows that the RAW setup
depended more heavily on network speed than the HOG
setup. The HOG setup is preferrable since mobile devices
are used in various networks with different network
speed. The established client-server system achieved
0.9-10.0 fps even with QCIF and further improvement in
the computation time is therefore encouraged.

4. CONCLUSION

This paper proposed a hand gesture recognition sys-
tem running on a mobile device. To support the weak
computation power of mobile devices, we built a client-
server system. The gesture recognition problem was
solved by the system as a matching problem. Given an
input image, the system compares the HOG feature of the
input image with those of database images and returns
the gesture corresponding to the best-matched image.

We applied the proposed system to ASL alphabet
recognition and conducted two experiments to evaluate
the gesture recognition algorithm and processing speed
through networks. The first experiment validated that
HOG’s sensitivity to orientation is improved by adding
rotated images to the database. The second experiment
compared the processing time on each device and one
through different network configurations. Considering
the results, we consider the best solution to be extracting
the HOG feature on the client and then executing the
latter processes on the server.
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