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ABSTRACT

The High Efficiency Video Coding (HEVC) utilizes Z-scan
order to process coding units (CUs). For intra prediction, this
order cannot fully exploit the spatial correlation between ad-
jacent CUs. After transform and quantization, the residue stil-
l contains lots of energy along edges which consumes many
bits for compression. To effectively reduce the residue en-
ergy along edges, a novel intra prediction approach is pro-
posed, where the CU processing order is changed adaptive-
ly. Two additional orders are introduced in this paper besides
traditional Z-scan order. Up to 1.9% bit saving is achieved in
our experiments on HEVC test model. We also propose two
fast order selection algorithms and the observed gains are ob-
tained with 27% and 2% encoding time increase compared to
HEVC, respectively.

Index Terms— intra prediction, adaptive CU processing
order, video coding, HEVC

1. INTRODUCTION

Intra coded pictures (I-pictures) play an important role in
modern video coding systems, which are necessary to avoid
error propagation and enable random access. The quality
of I-pictures also affects the quality of the subsequent inter
coded pictures. In traditional block-based intra coding sys-
tem, a block of pixels is first predicted from its neighboring
pixels in previous coded blocks, then the prediction error is
followed by transform coding and entropy coding. Intra pre-
diction exploits the spatial correlation between blocks. More
accurate prediction results in less bits to code the prediction
error. Therefore, it is essential to investigate effective intra
prediction techniques to efficiently compress the I-pictures.

In recent video coding standards, intra prediction is most-
ly carried out by directional extrapolation, where the predict-
ed pixels are generated by copying the reference pixels in pre-
vious coded blocks along an angular direction. H.264/AVC
[1] utilizes 8 directions and HEVC [2] supports 33 direction-
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(a) HEVC (b) Proposed full RDO

Fig. 1. An example of predicted image on the first frame of
Foreman at QP = 32.

s. The widely used directional approach is quite an efficient
intra prediction technique, however, in both H.264/AVC and
HEVC, the prediction accuracy is sensitive to the main edge
directions as shown in Fig.1.(a). It can be observed clearly
that the edges on the right part of the building get better pre-
diction than the edges on the left part of the building.

Lots of new approaches have been proposed to improve
the standard intra prediction methods [3][4][5]. Bi-directional
intra prediction [3] combines two existing prediction modes
to get a new prediction mode. Besides using reference pixels
from coded blocks for prediction, [4] utilizes the pixels from
current block to further reduce redundancy. By modeling im-
age pixels with a Markov process, [5] predicts the block pixels
using a weighted sum of several neighboring pixels of current
block. However, these approaches haven’t solved the problem
that the prediction accuracy is sensitive to the edge direction.

In [6], an extra/interpolating prediction method was pro-
posed for H.264/AVC. By changing the sub-block processing
order in macroblock (MB), some sub-blocks are predicted us-
ing not only the reference pixels on the upper and/or left side
but also ones on the bottom and/or right side of each sub-
block. However, this method can only handle fixed size sub-
block, which is not suitable for HEVC with variable size sub-
block (coding unit). Different from the previous work, in this
paper we propose a novel intra prediction approach for HEVC
by changing the coding unit (CU) processing order of largest
coding unit (LCU). Two fast order selection algorithms are
employed to reduce the complexity of the encoder. The pro-
posed scheme achieves good prediction performance for all
edge directions.

The rest of the paper is organized as follows. Section 2
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Fig. 2. Examples of intra prediction in HEVC. (a) One kind
of CU partition and the numbers denote the CU processing
order. (b) Current CU in (a) predicted with mode 22. (c)
Current CU predicted with mode 6.

reviews the intra prediction method of HEVC and analyzes
its drawbacks. In Section 3, we present the adaptive CU pro-
cessing order intra prediction approach and two fast order se-
lection algorithms. Experimental results and further analysis
are given in Section 4. Section 5 concludes this paper.

2. ANALYSIS OF INTRA PREDICTION IN HEVC

The main features of HEVC intra prediction which differ from
previous standards are the block partitioning scheme and the
intra prediction modes. In HEVC, frames are divided into
largest coding units (LCUs), which can be further split in
a quad-tree structure into coding units (CUs). Within one
frame, all the LCUs are processed in raster scan order and
within one LCU, all the CUs are processed in Z-scan order, as
illustrated in Fig.2(a). The LCU in Fig.2(a) is subdivided into
16 CUs of different sizes. The flexible partitioning scheme
enables the encoder to utilize the spatial correlation more ef-
fectively by choosing appropriate block size. A CU is further
divided into one or four prediction units (PUs) and different
PUs can have different prediction modes. HEVC supports 33
directional modes, plus DC mode and planar mode as illus-
trated in Fig.3. These modes are able to represent structures
with various directional properties.

As CUs are processed in Z-scan order, left, below-left,
above-left, above and above-right coded CUs can be used as
reference to perform prediction for current CU. For example,
the 8×8 PU of current processing CU denoted by 6 in Fig.2(a)
is predicted as illustrated in Fig.2(b). For a N×N block, there

Type 0

Type 2

Type 1

Fig. 3. 35 intra prediction modes in HEVC

are 4×N+1 references pixels from left and above neighboring
reconstructed blocks. If neighboring blocks are unavailable,
the corresponding reference pixels (padded pixels) are copied
from the nearest available reference pixels. In Fig.2(b), be-
cause the below-left CU of current CU is not coded, the ref-
erence pixels shown as white circles are padded ones.

If the prediction modes are between 10 and 26 in Fig.3,
no padded pixels are used for prediction as shown in Fig.2(b).
Because only directly above, directly left and above-left
neighboring CUs are utilized as references for prediction and
these neighboring CUs are always available with Z-scan CU
processing order. But when other prediction modes are em-
ployed, e.g. mode 6 in Fig.2(c), some pixels will be predicted
by the padded reference pixels. Unfortunately, the padded
pixels are not always same as the original reconstructed ones.
Prediction by these padded pixels are less accurate than that
by the reconstructed ones. That is why, in Fig.1(a), the edges
on the right part of the building are predicted much better than
that on the left part of the building. This problem exists in
LCU with dominant down-left edges which are predicted by
modes from 2 to 9 or modes from 27 to 34. Actually, it is pos-
sible to make most of the CUs to be predicted without using
the padded reference pixels, by changing the CU processing
order in one LCU. We propose an advanced intra prediction
approach based on this idea, which will be discussed in the
following section.

3. INTRA PREDICTION BY ADAPTING CU
PROCESSING ORDER

In this section, we first propose two additional CU processing
orders and describe how to perform prediction in these two
orders. After that, we present two fast order selection algo-
rithms, which are based on the statistics of prediction modes
and edge detection respectively.

3.1. Adaptive CU processing orders

As discussed in Section 2, down-left edges corresponding to
modes from 2 to 9 and modes from 27 to 34 are not well
predicted. We divide all the 33 modes into 3 categories: type
0 (modes 10 to 26), type 1 (modes 2 to 9) and type 2 (modes
27 to 34) as shown in Fig.3. If most of CUs in one LCU adopt
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Fig. 4. Proposed two CU processing orders with correspond-
ing prediction methods.

the prediction modes from type 1, many CUs will be predicted
using inaccurate padded reference pixels in the traditional Z-
scan CU processing order. To obtain more accurate reference
pixels, a different CU processing order denoted by order 1
is considered especially for modes form type 1, as shown in
Fig.4(a). CUs are processed first from bottom to top and then
from left to right. The first processed CU is located at the
bottom-left corner of current LCU. The prediction for each
PU in corresponding CU is same as that in HEVC, except that
the reference pixels are from the below and left neighboring
blocks as illustrated in the right part of Fig.4(a). This new
order makes sure that only reconstructed reference pixels are
used for prediction, thus results in a more accurate prediction
than traditional one. Similar to order 1, order 2 is mainly
considered for those LCU whose CUs mostly utilize modes
from type 2 for prediction. The processing order 2 is shown
in Fig.4(b). With order 2, CUs are processed first from right
to left and then from top to bottom. Reference pixels from
above and right neighboring blocks are used for prediction.

Without fully compressing the current LCU, we don’t
know which type of modes dominans the prediction and
which order should be chosen. In order to decide the best CU
processing order, the Rate Distortion Optimization (RDO)
method is employed. For each LCU, the cost function J is
given as follows:

J(S)=SSD(S) + λ×Rate(S) S∈{S0, S1, S2} (1)

where S0, S1 and S2 denote order 0, order 1 and order 2, re-
spectively. SSD(S) is the sum of square difference between
the original LCU and reconstructed LCU compressed in the
order S, and Rate(S) is the coded bits. λ is the Lagrange
multiplier which is predefined. The index of the best process-
ing order is signaled to the decoder for each LCU.

3.2. Order selection based on statistics of prediction
modes

Order selection by full RDO results in that each LCU will
be compressed three times, which brings considerably high
computational complexity. After compressing current LCU
once in the traditional Z-scan order, we can obtain many in-
formation about this LCU, such as CU partition type and in-
tra predictions modes for each PU. According to the statistics
of the prediction modes, it is not difficult to figure out what
modes are preferred to predict current LCU. As mentioned in
last subsection, order 1 is more suitable for modes from type
1 while order 2 is more suitable for modes from type 2. Thus,
the statistics of prediction modes can facilitate the encoder to
decide whether the other two orders are worthy to be tried,
after order 0 is performed for current LCU.

For each mode, we calculate the total number of 4× 4
blocks predicted by this mode in current LCU, after order 0
is tried. Let T0, T1 and T2 be the total number of blocks pre-
dicted by modes from type 0, type 1 and type 2, respectively.
If the sum of T1 and T2 is larger than T0 scaled by a ratio
denoted by ratio1, one of the two proposed orders with larg-
er T will be selected to compress the current LCU. The final
order is chosen between order 0 and the selected one accord-
ing to the RDO process. The coding process for one LCU is
manifested in Algorithm 1.

Algorithm 1 Order selection based on statistic of modes
Compress LCU in S0

S ← S0

if T1 + T2 > ratio1 × T0 and T1 + T2 > Th1 then
if T1 > T2 then

Compress LCU in S1

if J(S1) < J(S0) then
S ← S1

end if
else

Compress LCU in S2

if J(S2) < J(S0) then
S ← S2

end if
end if

end if

In Algorithm 1, Th1 is added to make the selection more
robust in case DC or Planar mode is the dominant prediction
modes. Since many LCUs are coded well in traditional CU
processing order, ratio1 and Th1 ensure it is worthy to try
the two different processing orders.

3.3. Order selection based on edge detection

Edge detection is used for fast intra mode decision in many
works [7][8], as angular prediction modes are highly corre-
lated with edge directions. By detecting the dominant edge
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Table 1. BD-Rate results compared to HM9.2.

∆Bitrate[%]
Full RDO Algorithm 1 Algorithm 2

Y U V Y U V Y U V
Class A -1.9 -3.7 -3.3 -1.4 -2.6 -2.1 -0.9 -1.8 -1.0
Class B -0.4 -1.0 -1.4 -0.2 -0.3 -0.6 0.1 0.1 -0.1
Class C -0.6 -1.1 -1.2 -0.3 -0.4 -0.7 -0.2 -0.2 -0.4
Class D -0.6 -1.2 -0.8 -0.2 -0.5 0.1 -0.2 -0.2 0.3
Class E -0.8 -4.0 -3.5 -0.5 -1.2 -1.8 -0.1 -0.1 -1.0
Overall -0.7 -1.9 -1.8 -0.4 -0.8 -0.8 -0.2 -0.3 -0.3
△enc. time 142% 27% 2%
△dec. time 1% 1% 0

direction in the LCU, we can estimate which modes are pre-
ferred for compressing the LCU. Then the CU processing or-
der is selected according to the estimation.

Edge 0 Edge 1 Edge 2

Fig. 5. Structural elements for detecting directional edge pels.

In this work, Canny edge detection [9] is utilized to extract
edges in one LCU. After edge thinning, we get an one-pixel
thick edge map. The structural elements in Fig.5 are used
to classify each edge pixel into different categories. Edge 0,
edge 1 and edge 2 are corresponding to the directional modes
from type 0, type 1 and type 2, respectively. Let E0, E1 and
E2 be the total number of pixels belong to these three kinds
of edges. Algorithm 2 manifests one LCU coding process.

Algorithm 2 Order selection based on edge detection
Edge detection for current LCU
if E1 + E2 > ratio2 × E0 and E1 + E2 > Th2 then

if E1 > E2 then
Compress LCU in S1

S ← S1

else
Compress LCU in S2

S ← S2

end if
else

Compress LCU in S0

S ← S0

end if

where ratio2 and Th2 are similar to those in Algorithm
1. As each LCU only needs to be compressed once, the com-
plexity of this algorithm is basically same as that of HEVC.

4. EXPERIMENTAL RESULTS

The proposed intra prediction approaches are implemented on
the HEVC test model 9.2 (HM 9.2) [10]. We set ratio1 =
ratio2 = 1.5, th1 = 40 and th2 = 50 in all of our experi-
ments, moreover Huffman code is used to code the index of

Fig. 6. CU processing orders on the first frame of Basket-
ballDrill at QP = 32.

selected orders. The coding performance of three proposed
order selection algorithms, i.e., full RDO, Algorithm 1 and
Algorithm 2, was measured under common test conditions
[11]. A total of 18 test sequences, which are categorized as
class A to E according to resolution, were coded using intra
main configuration. And four quantization parameter values
are used: 22, 27, 32 and 37. The BD-Rate was measured
based on [12]. The tests were performed on the following
platform: Windows XP (64 bit), Intel Core i7 CPU 2.8GHz,
and 16 GB RAM.

Table 1 shows the experimental results of three proposed
algorithms compared to HM 9.2. The full RDO algorithm
has an average of 0.7% BD-Rate(Y) reduction with 142% en-
coding time increase. The increase of encoding time is re-
duced to 27% using Algorithm 1 and 0.4% BD-Rate reduc-
tion is achieved. When the encoding time is almost same as
HM9.2 using Algorithm 2, we still get an improvement of
0.2% BD-Rate saving. The BD-Rate performance of Algo-
rithm 1 is much better than Algorithm 2, because the edge
detection may be affected by noise in Algorithm 2.

There are considerable improvments for sequences con-
taining lots of edges, such as the two sequences (Traffic
and PeopleOnStreet) in Class A which have an average of
1.9%(Y), 3.7%(U) and 3.3%(V) BD-Rate reduction by the
proposed full RDO algorithm. The proposed scheme achieves
good prediction for all edge directions, as shown in Fig.1 that
the down-left edges on the left part of the building in (b) are
predicted much better than that in (a). Fig.6 shows the final
selected coding orders of BasketballDirll by the proposed full
RDO algorithm. The two proposed orders are mostly selected
for those LCUs with dominant down-left edges.

5. CONCLUSION

In this paper, an improved intra prediction approach is pre-
sented. The proposed approach achieves much better predic-
tion for edge region than HEVC by adaptively choosing CU
processing order. Encouraging experimental results show that
proposed approach achieves average of 0.7% bit-saving com-
pared to HM 9.2. Two fast order selection algorithms are also
proposed and the observed gains are realized with 27% and
2% encoding time increase.
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