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ABSTRACT

In this paper, we propose local structure based sparse repre-
sentation classification (LS SRC) to solve single sample per
person (SSPP) problem. By adopting the “divide-conquer-
aggregate” strategy, we successfully alleviate the dilemma of
high data dimensionality and small samples, where we first
divide the face into local blocks, and classify each local block,
and then integrate all the classification results by voting. For
each block, we further divide it into overlapped patches and
assume that these patches lie in a linear subspace. This sub-
space assumption reflects local structure relationship of the
overlapped patches and makes SRC feasible for SSPP prob-
lem. To lighten the computing burden, we further propose lo-
cal structure based collaborative representation classification
(LS CRC). Experimental results on three public face databas-
es show that our methods not only generalize well to SSPP
problem but also have strong robustness to expression, illu-
mination, little pose variation, occlusion and time variation.

Index Terms— Face recognition, single sample per per-
son problem, sparse representation, collaborative representa-
tion, local structure

1. INTRODUCTION

Face recognition is an active research topic that has attract-
ed significant attention in the domain of computer vision and
pattern recognition for many years [1], due to its scientific
challenges and potential applications. In the prior literature,
plenty of research efforts have been dedicated into face recog-
nition problem and tremendous progress has been achieved
[2, 3, 4, 5, 6].

In spite of the tremendous achievements, there are still
many challenges caused by the large face appearance varia-
tions of illumination, expression, pose, noise, occlusion, etc.
[7]. The typical approach in handling these variations is to
use large and representative training sample sets. However,
in many real-world applications such as identity card veri-
fication, passport verification in customs, law enforcement,
surveillance or access control, only one training sample per
person is available. This problem is called single sample
per person (SSPP) problem [8] which has become one of the
greatest challenges in real world applications.

In this paper, we propose a simple yet effective face clas-
sification scheme, called as local structure based sparse rep-
resentation classification (LS SRC), to solve SSPP problem.
Motivated by the “divide-and-conquer” [9] strategy, we par-
tition each face into a set of overlapped blocks and classify
each blocks, then aggregate the classification results by vot-
ing to make the final decision. To generate classification re-
sult for each block, we further divide block into overlapped
patches and assume that these patches lie in a linear subspace
due to the fact that the patches are strongly similar. Intuitive-
ly, if the training sample and test sample describe the same
person, then as to each pair of corresponding local blocks, the
subspaces that the local patches lie in should be the same. In
other words, the central patch of the test block can be approx-
imately represented by a linear combination of the patches in
the corresponding block from the same class. Therefore, the
local structure relationship in each block makes SRC feasi-
ble even when encountering SSPP problem. To lighten the
computing burden, we further propose local structure based
collaborative representation classification (LS CRC). Exper-
imental results on three public face databases show that our
methods not only generalize well to single sample per person
problem but also have strong robustness to expression, illu-
mination, little pose variation, occlusion and time variation.

The rest of this paper is organized as follows. We s-
tart by introducing prior work in Section 2. Then in Section
3, we present the proposed local structure based methods:
local structure based sparse representation classification (L-
S SRC)and local structure based collaborative representation
classification (LS CRC). Section 4 demonstrates experiments
and results. Finally, we conclude in Section 5 by highlighting
key points of our work.

2. PRIOR WORK

Recently, sparse representation based classification (SR-
C) [5] and collaborative representation based classification
(CRC)[6] have shown very effective face recognition perfor-
mance. However, they always require a rich set of training
samples of each subject. This greatly limits their performance
for SSPP problem. During the last two decades, many meth-
ods have been proposed to deal with SSPP problem. Chen et
al. [10] proposed BlockFLD method which generates mul-
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tiple training samples for each person by partitioning each
face image into a set of same sized blocks and then applies
FLD-based methods with these blocks. There are also some
methods using a generic training set to extract the discrim-
inatory information. The works [11, 12, 13] are under this
framework. Shan et al. [14] proposed the Adaptive Generic
Learning (AGL) method, which does not directly employ the
discriminatory information, but adapts it to the persons to
be identified. In addition, as local region partition usually
can lead to significant improvement in recognition rate and
robustness, many patch (or block) based methods have been
proposed to solve the SSPP problem. For example, Zhu et
al. [15] proposed patch based CRC (PCRC) for small sam-
ple size (SSS) problem. Kumar et al. [16] proposed patch
based n-nearest classifier to improve the stability and gener-
alization ability. However, they all ignore the local structure
relationship of the overlapped patches.

3. LOCAL STRUCTURE BASED SPARSE
REPRESENTATION FOR FACE RECOGNITION

As a powerful classifier, the classification ability of SRC re-
lies on computing the correct sparse solution of an underde-
termined linear system. But, the correct sparse solution can
only be recovered when the number of training samples is suf-
ficiently larger than the dimension of features [5]. Therefore,
when encountering SSPP problem, SRC may fail because the
sparse solution is not correct any more. To address this is-
sue, we propose a simple yet effective representation method,
namely local structure based sparse representation classifica-
tion (LS SRC).

3.1. Local Structure

To describe the local structure , we illustrate three kinds of
neighborhood in Fig. 1. The P neighbor pixels on a square
of radius R form a squarely symmetric neighbor sets. Sup-
pose there are N pixels in an image. For the i-th pixel in the
image, its P neighbor pixels can be denoted by Ωi

P = {ij |j =
1, . . . , P}.

Fig. 1. Squarely symmetric neighbor sets for different R.

For the i-th pixel in the image, we select a S × S local
patch (e.g. S=3, 5) centered at it. All the S2 pixels within
the patch form a m dimensional local patch vector xi

0, where

Fig. 2. Illustration of local patches in a local block.

m = S2. Similarly, the neighbor pixel ij of the i-th also
corresponds to a same sized local patch, whose patch vector
is denoted by xi

j , j = 1, . . . , P . Then , the center patch and
neighbor patches determine a local block centered at the i-th
pixel. Fig. 2 shows an example of a local block containing a
central patch and 16 neighbor patches. The size of patch is
3 × 3 and the size of the block is 7 × 7. For the pixel on the
margin of an image, we use the mirror transform first and then
determine its local block.

As the patches are overlapped and concentrate in a small
block, they are strongly similar. Therefore, we assume that
all patches in a local block lie in a linear subspace. This sub-
space assumption has also been successfully used for feature
extraction in [17]. Here, we take advantage of it to improve
the robustness of SRC to SSPP problem.

3.2. Local Structure Based Sparse Representation

Fig. 3. Diagram of local structure based sparse representation
for face recognition.
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As shown in Fig. 3, the query image y is first divided into
a set of overlapped blocks {y1,y2, . . . ,yN}. The i-th pixel
of the image corresponds to the local block yi, which consists
of some overlapped patches, where yi = [yi

0,y
i
1, . . . ,y

i
P ] ∈

Rm×(P+1). Similarly, we also decompose the training sam-
ples into blocks. Suppose that there is only one training im-
age per person, the i-th block of the k-th person is denot-
ed by Bi

k = [xi
k,0,x

i
k,1, . . . ,x

i
k,P ] ∈ Rm×(P+1), where

xi
k,j(j = 0, . . . , P ) is the local patch vector in the block. Al-

l the i-th blocks from K classes form a local dictionary Bi,
where Bi = [Bi

1,B
i
2, . . . ,B

i
K ]. According to the descrip-

tion of local structure, Bi
k is supposed to lie in a subspace Ψ

and yi = [yi
0,y

i
1, . . . ,y

i
P ] belongs to a subspace Φ. If the

test image y is also from the k-th class and all the training
images and test images are well aligned, Ψ and Φ are the-
oretically the same subspace or at least they are very close
in fact. Therefore, the central patch vector yi

0 will approxi-
mately lie in the linear span of all the local patch vectors from
Bi

k = [xi
k,0,x

i
k,1, . . . ,x

i
k,P ], which can be written as:

yi
0 = αi

k,0x
i
k,0 + αi

k,1x
i
k,1 + . . .+ αi

k,Px
i
k,P = Bi

kα
i
k (1)

Since Bi = [Bi
1,B

i
2, . . . ,B

i
K ] is a local dictionary which

includes all the i-th blocks from K classes, the linear repre-
sentation of yi

0 can be rewritten in the form as below:

yi
0 = Biαi (2)

Where αi = [0, . . . , 0, αi
k,0, α

i
k,1, . . . , α

i
k,P , 0, . . . , 0]

T is a
coefficient vector whose entries are zero except those asso-
ciated with the k-th class. As yi

0 can be sufficiently rep-
resented using only the training block of the same subject,
the representation of αi is naturally sparse if the number of
subjects K is reasonably large. Therefore, finding the iden-
tity of yi

0 equals finding the sparse solution of (2). This is
the same as solving the following optimization problem (l1-
minimization):

α̂i = argmin ∥αi∥1 s.t. yi
0 = Biαi (3)

According to the classification rule of SRC, yi
0 can be

classified by minimizing the following regularized residuals:

min
k

rk(y
i
0) = ∥yi

0 −Biδk(α̂i)∥2 (4)

Where δk is a function selecting the coefficients associated
with k-th class. The classification outputs of all blocks can
then be aggregated. Plurality voting [16] is used for the final
decision making, which means that the test sample is final-
ly classified into the class with the largest number of votes.
The whole algorithm can be summarized as “divide-conquer-
aggregate” procedure.

3.3. Local Structure based Collaborative Representation

Recently, Zhang et al. proposed collaborative representation
based classification (CRC) for FR. By using l2-regularized

least square, CRC has much less computational cost than S-
RC. Inspired by this idea, we propose local structure based
collaborative representation classification (LS CRC) to lessen
the computing burden of LS SRC.

For the test block yi, the collaborative representation of
its central patch yi

0 to the local dictionary Bi is computed by
the following l2-regularized least square method:

α̂i = argmin{∥yi
0 −Biαi∥22 + λ∥αi∥22} (5)

According to the classification rule of CRC, yi
0 can be

classified by minimizing the following regularized residuals:

min
k

rk(y
i
0) = ∥yi

0 −Biδk(α̂i)∥2/∥δk(α̂i)∥2 (6)

4. EXPERIMENTAL RESULTS

In this section, we use the Extended Yale B [18], PIE [19],
and AR [20] databases to evaluate the proposed methods and
compare them with SRC, CRC, patch based SRC (PSRC) and
patch based CRC (PCRC). To demonstrate the robustness of
our proposed methods to SSPP problem, we also compare
them with several popular methods dealing with SSPP prob-
lem including BlockFLD [10], patch based nearest neighbor
(PNN) classifier [16] and FLDA single [21]. For the methods
we compared, the best result is reported. For our proposed
methods, the neighbor set is P = 8, R = 1 and the patch size
is 11 × 11. As each block can be classified in the same time,
12 Matlab workers are used for parallel computation.

4.1. Extended YaleB database

The Extended Yale B face database [18] contains 38 human
subjects under 9 poses and 64 illumination conditions. Al-
l frontal-face images marked with P00 in Extended Yale B
are used in our experiment. For each subject, we use the im-
age under the best illumination condition for training, whose
azimuth and elevation are both 0 degree. The remaining 63
images under various lighting conditions are used for testing
and the average results are reported. The experimental results
are shown in Fig. 4.

From the figure, we can see that our proposed method-
s achieve the best results. Compared with SRC and CRC,
they lead to almost 50% improvements. Meanwhile, they also
lead to much better results than FLDA single, BlockFLD and
PNN. The comparison with PSRC and PCRC further demon-
strates the effectiveness of local structure relationship.

In terms of CPU time, LS SRC consumes much time
because they need to solve l1-minimization for each block.
However, we can significantly improve its computational
efficiency by decreasing the number of blocks for classifica-
tion. Although there are N blocks corresponding to N pixels
of the image, we do not need to use all the N blocks for
classification.
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Fig. 4. Recognition accuracy on Extended Yale B database.

4.2. PIE database

In this experiment, we use the five near frontal poses (C05,
C07, C09, C27 and C27) of PIE database and select 6 images
with different illumination under each pose, thus we get 30
images for each individual. These images will be used for
testing. We select a single image with good illumination from
C27 for training. The experimental result is shown in Fig. 5.

Fig. 5. Recognition accuracy on PIE database.

LS SRC and LS CRC still achieve the best results. Com-
pared with SRC, CRC, PSRC and PCRC, they improves at
least 18 percentage points. The experimental results also
show that our methods are robust to little pose variation since
the test images are under five near frontal poses.

4.3. AR database

The AR face database [20] contains over 4,000 color face im-
ages of 126 people, including frontal views of faces with dif-
ferent facial expressions, lighting conditions and occlusions.
The pictures of 120 individuals taken in two sessions are se-
lected. The single image under natural expression and illumi-
nation from session 1 is used for training and the other images

Table 1. Recognition accuracy on session 1 of AR database.

Method expression illumination sunglasses scarves average

SRC 95.3 94.7 88.1 50.6 82.2

CRC 95.3 93.9 86.7 49.2 81.3

PNN 85.8 91.4 70.8 36.9 71.3

BlockFLD 72.5 84.4 72.5 41.7 67.8

FLDA single 93.1 96.1 89.4 43.1 80.4

PSRC 83.9 93.3 87.2 63.9 82.8

PCRC 84.4 91.4 83.6 63.6 80.8

LS SRC 96.1 98.3 96.7 84.5 93.9

LS CRC 89.2 92.8 83.6 69.5 83.8

Table 2. Recognition accuracy on session 2 of AR database.

Method expression illumination sunglasses scarves average

SRC 63.5 62.2 46.9 25.8 49.7

CRC 62.5 60.8 41.7 22.2 47.1

PNN 52.5 51.9 34.2 17.8 39.1

BlockFLD 33.1 41.1 30.7 22.5 31.7

FLDA single 57.2 53.3 46.1 20.0 44.2

PSRC 47.2 53.1 47.5 38.1 46.5

PCRC 43.9 48.3 38.3 32.5 40.8

LS SRC 74.4 76.4 70 61.9 70.7

LS CRC 57.2 63.9 38.9 34.4 48.6

from two sessions are used for testing. The classification re-
sults on the two sessions are shown in Table 1 and Table 2
respectively.

The experimental results demonstrate that LS SRC is not
only superior to other methods but also robust to expression
and illumination variations and occlusion. In the experiments
of session 2, we find that LS SRC is also robust to time vari-
ation.

5. CONCLUSION

In this paper, we propose local structure based sparse rep-
resentation classification (LS SRC) to solve SSPP problem.
To lighten the computing burden of LS SRC, we also present
local structure based collaborative representation classifica-
tion (LS CRC). Experimental results show that LS SRC and
LS CRC generalize well to SSPP problem and have strong
robustness to the large variation of expression, illumination,
little poses variation, occlusion and time variation. However,
the proposed methods rely on the basis that all the training and
testing images are well aligned. This constraint is planned to
be solved in our future work.
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