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ABSTRACT

Recent progress on tracking has focused on designing robust
statistical model or proposing effective appearance features
to improve precision. This paper addresses another problem,
namely the discovery and tracking of generic multi-object
which have the similar appearance and motion pattern based
on limited human annotations. We present a model-free track-
ing method that can automatically discover and track multi-
object sharing the same spatial and motion structure, and up-
date the structure during the tracking without prior acknowl-
edge. The candidate objects are first selected by a SVM clas-
sifier trained on histogram-of-gradient (HOG) features. Then
a segment algorithm is exploited to decide the suitable sizes
of tracking boxes. The structure constrains are updated in a
real-time manner according to the motion measure among the
specified object and corresponding candidates. Experimental
results reveal significant convenience and remarkable perfor-
mance of our approach for the task of structure preserving
multi-object discovery and tracking.

Index Terms— Automatically discover, adaptive struc-
ture, multi-object tracking

1. INTRODUCTION

Multi-object tracking plays a key role in plenty of application-
s ranging from vision-based surveillance to automatic aiming.
Considerable progress has been made in the development of
tracking specific objects such as hands [1], humans [2] and
rigid objects [3] over the last few years. Specifically, model-
free tracking methods for generic objects have received in-
creasing focus [4][5][6]. However, in model-free tracking,
the interesting objects are manually marked in the first frame
and the tracker will trace them throughout the remains of the
video. In our work, we proposed a novel joint framework for
object structure discovery and tracking where only a limited
number of source object annotations are required. The unla-
beled objects that share the similar visual appearance and mo-
tion patterns with the annotated objects will be automatically
discovered, integrated and traced. Figure 1 gives a glimpse of
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(a) (b)
Fig. 1. Objects discovery and tracking with limited annota-
tions.

our work. Figure 1(a) shows the manual annotation with yel-
low box. Figure 1(b) shows the discovered objects with red,
blue and green boxes that have similar appearance. And Fig-
ure 1(c) shows one tracking result at the 208 frame, in which
objects with different motion pattern from the annotation had
been filtered out.

The proposed framework consists of four modules: ob-
ject discovery, structure construction, motion discovery and
structure-preserving tracking. Although object detection is
challenged by various factors such as illumination, appear-
ance deformation, and viewpoint changes, we design a joint
model to solve all the above mentioned problems. The first
step for object discovery is appearance based classification.
Since we want to track generic objects, Dala-Triggs detector
[7] is exploited here to capture the appearance information.
In case of false classification in some complex environments
caused by this simple classifier, we integrate position-gradient
similarity to further filter out the false candidates.

The spatial structure constraints can improve tracking ac-
curacy when the objects have similar appearance or are oc-
cluded [8][9]. But the structure configuration nodes are fixed
in existing approaches. In our work, the configuration of dis-
covered structure is updated during the tracking process. Ob-
jects will be removed from the configuration if their motion
patterns do not match that of the marked object. Since objects
may have various scales and larger boxes may contain more
background information which may lead false classification,
we further design a segment process to determine the size of
bounding boxes.

Due to the motion patterns are collected as the video goes,
the movements often show instable characteristics. For exam-
ple, a static man we saw in a video may move slightly between
frames. This makes motion pattern definition infeasible frame

ICIP 2014



o, e
e e o
s § et n

LS s AR R & el

(b)
Fig. 2. False cheetah classification based on HOG fea-
tures.(a)high scored grass (b)grass and its HOG features

(c)cheetah and its HOG features.

by frame. Empirically, we gather motion information in every
seven continuous frames. We designed a function to measure
the movement and the similarity between two objects. Its out-
put is used in structure updating.

For structure tracking, we use a model-free method [8],
which incorporates spatial constraints, to trace the objects of
the discovered structure.

The rest contents are organized as bellows. In section 2,
we describe each component of our framework in detail. Sec-
tion 3 presents the experiments and evaluation results. Final-
ly, we conclude the paper in section 4.

2. THE PROPOSED METHOD

The proposed method can be divided into three stages which
include four modules. First, we adopt appearance based ob-
ject discovery to produce possible tracking candidates. Sec-
ond, we construct the object structure based on the discov-
ered candidates. Finally, multi-object tracking is performed
and the motion patterns are simultaneously collected, which
is used to update the spatial structure. All the processes are
conducted on gray-scale values.

2.1. Object Discovery

According to Dalal Triggs detector [7], we use the SVM
scheme and HOG features to discover the candidates. HOG
features can reduce the illuminative disturbance and catch
multiple direction edge information. They are extracted upon
8-by-8 pixel cell size, 2-by-2 cell block size and 9 directions
(unsigned). The SVM classifier is formulated as:

Ssvm = WT@’L +b (1)

where &; is the HOG feature of the ith candidate, W is the

weight for the feature, and b is the bias of the hyperplane.
The SVM is trained on 50 positive examples and 200 neg-

ative examples. In the first frame, we sample positive exam-
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Fig. 3. A movement case of basketball players in seven con-
tinuous frames (a)two tracking objects (b)movement traces
(c)motion vectors with different intervals.

ples within an annular region a few pixels around the annota-
tion and the negative ones far from the annotation (at most 50
percent overlap with the annotation). The advantage of using
negative examples which contain both background and part
of the annotation is that the classifier gives a small score to
the candidate containing only partial appearance of the anno-
tation.

We use overlapped sliding windows on the first frame to
obtain candidates. To get the similar appearance with various
size, we draw candidates with different scales (0.5x, 1x, and
2x are considered in our experiments). All the train samples
and test samples are normalized to the same size (40-by-40 in
our experiments).

As HOG features are position-independent, different ap-
pearance may present very similar statistic result [10]. Figure
2(a) shows a result of cheetah classification in which a bunch
of grass gets a high score. Figure 2(b) and (c) reveal the rea-
son that the cheetah and the grass in green box have similar
statistic HOG features. To overcome this drawback, we ex-
ploit position-gradient similarity measurement.

Gradient magnitudes of each candidate image region are
calculated and then converted to a vector ¥,;. We use the in-
tersection function to reflect the gradient similarity in terms
of position by

M
Spg = Y _min(¥,, ¥;), )
=1

where U, is the position-gradient vector of the annotation re-
gion and M denotes the number of candidates. The score of
each candidate is given by

S = Ssvm + Spg~ (3)

Candidates with scores higher than a specified threshold are
picked out. Together with the manually marked object, they
constitute the initial tracking objects.

2.2. Structure Construction

Recent studies [8][9] show that either object detection or ob-
ject tracking can obtain considerable improvement when con-
sidering structure information. Based on the success of [11],
we construct the structure for initial tracking objects deter-
mined in previous step (section 2.1).
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Before constructing the structure, a segment process on
the candidate image region is conducted to get a more precise
bounding box. In this process, we use Canny operator to get
edges. And then in the top, bottom, left and right direction-
s, we find the first continuous edges respectively. The first
points of these edges can be seen as the outmost edge points.
Bounding boxes are determined based on the outmost points
with 10 pixels margin.

We denote V' to represent the initial tracking objects set
and x;, = (x;,y;) to represent the center location of each
object ¢ € V. Inspired by [11], a minimum spanning tree
structure can be generated on these objects. If x; and x; are
connected in the tree, we denote the edge as e;; = x; — X;.
All the edges determined by the tree structure form the edge
set I.

2.3. Object Tracking and Motion Discovery

When initial tracking objects are selected and their spatial
structures are built, we conduct a model-free multi-object
tracking [8], which uses an SVM to predict object presence
incorporating spatial constraints.

2.3.1. Object Tracking

The tracking model consists of two terms: (1)an appearance
similarity measurement and (2)an edge deformation measure-
ment for the tracking objects as below:

s=Y Widi— > Njllxi—x) —eil” @)

eV (i,§)€EE

where @; denotes the HOG features of object i, W; is the
linear weight to feature &;, A;; controls the trade-off between
the two terms (in our experiment \;;=0.001) and e;; is the
edge between object ¢ and object j in the last frame.

2.3.2. Motion Discovery and Structure Updating

We try to find the objects which can maximize equation (4)
and define

mj = (x;7" = xi) /[T =] )

as the motion vector for object 7 € V at the ¢th frame. When
vectors are normalized, the dot product can be used to mea-
sure their similarity as the following

<§m>t_ = <mtzam§> ) (6)

z

where §m is the motion similarity between object ¢ and the

N\t
manual marked object z. The value of (Sm) _ranges from
—1 to 1 with the most similar closely to 1. -

However, note that the frame by frame motion vector dot
product is too sensitive to describe the similarity. For exam-
ple, as shown in Figure 3(a) the green and the yellow bounded
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players are confrontational in seven consecutive frames. Fig-
ure 3(b) shows the movement traces frame by frame. Figure
3(c) presents motion vectors with interval=2,3,5,7 respec-
tively. When interval=2,3, the yellow bounded player stood
originally, so he had a totally different motion pattern from
the green bounded player. When interval=5, there is a big
difference between their motion directions. But the truth is
that, the motion patterns of the two players are very similar
throughout the seven frames. This fact can be relatively pre-
cisely described by interval=7. We also observed motion
vectors with interval=8,9,10, and their comparation states
interval=7 is optimal globally.

So we observe motion similarity on seven consecutive
frames and define the follow measure

. t
(Sm)t:{l’ (8m),, > thredt=t -t )

zZ1 .
0, otherwise

In our experiment, we set thred = 0.5.
When (Sm)ii = 0, we delete object i from objects set V,
and reconstruct the tree structure as section 2.2 discribed.

3. EXPERIMENTS

We conduct experiments on five challenging image se-
quences. Two of them (Shaking and Basketball) were al-
ready used in [12]; the other three were used in [8]. The
shortest length of the videos is 279 frames and the longest is
2249 frames. Their average length is 1121 frames. All the
ground-truth used in our experiments is obtained from [8].

We evaluate the performance of the tracking system with
two indicators, which are commonly used in tracking field:
(1)average distance error (Err.): the average distance of cen-
ter points between the tracked box and the ground-truth box
and (2)precision (Prec.): the average percentage of frames
for which the overlap between the identified boxes and the
ground-truth boxes higher than 50 percent. For each image
sequence, the all tracking methods run five times separately.
The two measurements are calculated on all target objects.

Comparisons are made with OAB[13], TLDI[5] and
SPOTI[8] trackers. OAB, TLD and SPOT trackings are initi-
ated with tracking targets used in [8], which proposed SPOT.
Our tracking method initiated with only one of the initial
targets of SPOT, and the other targets in our tracking are
automatically discovered.

The visualized tracking results are presented in Figure 4.
The first column shows the manual annotation in each track-
ing. The second column shows the remaining tracking objects
discovered by our method. The rest three columns give some
results during the whole tracking. In the head four tracking
experiments(first four rows in Figure 4), we use dotted line to
denote objects that do not have similar motion pattern to the
manual annotation and we turn the show off during the fifth
tracking experiment.
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Fig. 4. Tracking results obtained by our method in environments including heavy occlusion (red flowers), camera shake (air
show), motion blur (hunting and basketball) and illumination change (shaking). The manual marked tracking object is bounded
in yellow box. The remaining bounded objects are discovered by our method. In first four experiments (rows), dotted boxes
denote objects having a different motion pattern from manual annotation. And in the last experiment (row), we delete them

instead of denoting them in dotted boxes.

The quantitive performance of four model-free tracker-
s is presented in Table 1. Because our method is based on
the SPOT, in a few cases the results are very close. The re-
sults show that (1)the spatial structure are effective indeed
and (2)our method usually gains a highest precision but a
lager center point distance error compared with the runner
up, namely SPOT. The difference between the two method-
s are: (1)very close but different initial tracking position and
(2)whether updating spatial structure (our method updates the
configuration nodes of the structure, but SPOT not), so the
bigger distance errors on center point are caused by differ-
ent initial tracking position and the higher precision of our
method which means higher overlap with the ground-truth
shows that structure discovery and updating are useful.

4. CONCLUSION
We have proposed a method to automatically discover track-

ing objects and spatial structure according to appearance and
motion pattern. The experiments demonstrate that the mo-
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Table 1. Performance of four model-free trackers. The best
results of each video are boldfaced.

OAB [13] TLD [5] SPOT [8] Ours
Prec. Err. Prec. Err. Prec. Err. | Prec. Err.
Flowers 0.09 ; 79.7 | 030 , 333 | 099 ;| 8.2 | 098 , 10.1
Air Show 086 1 93 0.53 1+ 313 092 1 69 | 097 1 95
Hunting 025 | 1049 | 0.08 | 166.4 | 0.87 | 17.9 | 0.97 | 194
Shaking 047 , 619 | 047 , 143 | 097 | 9.8 | 0.80 | 249
Basketball | 0.63 ' 244 | 0.67 ' 15.6 | 0.85 ' 12.7 | 0.88 ' 159

tion structure of multiple objects can be effectively discov-
ered with limited human interactions. The spatial constrains
provided by such structure can further help us achieve more
accurate object tracking results. In our future work, we will
consider a more robust target discovery method which is un-
supervised and hence totally free of human interactions.
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