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ABSTRACT

Head pose is an important indicator of a person’s visual focus
of attention (VFoA). A traditional way to recognize VFoA is
to consider accurate head pose or gaze estimations. However,
these estimations usually degrade drastically in middle or low
resolution video data. In this paper, a joint estimation of head
pose and VFoA is proposed to address this issue; both head
pose and VFoA are iteratively refined until convergence. This
approach is evaluated in a specific scenario involving chil-
dren around a table playing together with toys. Datasets are
acquired and annotated by psychologists in Peking universi-
ty. The experimental results demonstrate the usefulness of the
join estimation process to recognize visual focus of attention
in middle resolution video sequences.

Index Terms— Head pose estimation, visual focus of at-
tention, joint estimation, low resolution

1. INTRODUCTION

The orientation and movements of a human head is an im-
portant indicator to infer the intentions of others and facilitate
nonverbal communication. However, the essence behind head
pose is what people is looking at, i.e., the visual focus of at-
tention (VFoA). Head pose estimation and VFoA recognition
systems can be applied in different areas: traffic safety [1, 2],
behavior analysis [3, 4], smart meeting rooms[5, 6], intention
prediction[7].

There are mainly two different ways of seeing the estima-
tion of head pose. One treats it as a classification problem
to get discrete classes of head pose [8, 9], the other treats it
as a regression problem to get continuous head pose [10, 11].
When limited to low resolution images, discrete classes are
usually considered to estimate head poses.

Some researchers try to reason out VFoA based on head
pose, eye gaze or environment context [6, 12]. However, it
is not easy to estimate accurate head pose and even harder to
estimate gaze from low or middle resolution images, leading
to accumulative errors. It can be seen in [13] that coarse head
pose estimation is hard to get satisfying performance even us-
ing data with clean backgrounds or correct alignment of head
regions.

Additional information must be added to break these lim-
itations. In some applications, there are some specific targets
considered to be the candidates of VFoA. For example, in
children’s social psychological adjustment, eye contact and
joint attention are very important cues. In this situation, if a
child is looking at a participant, and which participant he is
looking at, are critical information. More specifically, if we
want to detect eye contact, the head of other participants are
the candidates of VFoA.

Motivated by the reasons above, our approach considers
low resolution video data and uses a joint iterative refining
process between coarse head pose estimation and candidates
of VFoA. This approach is compared to [14] and [15]. In [14],
authors used the initial coarse head pose given by [16], just as
we do, and refine the head pose for VFoA candidates using a
combined way. We will call it as a combined method in the
experiment part. In [15] geometric constraints and head pose
are used to recognize the VFoA.

2. JOINT ESTIMATION OF HEAD POSE AND
FOCUS OF ATTENTION

2.1. Problem formulation

In our approach, VFoA candidates are used to offer extra in-
formation in order to refine the estimation of head pose and
provide a new way to do VFoA recognition in low or middle
resolution video.

The probabilities of each head pose class are denoted by
pc. The initial probability distribution of VFoA target can-
didates pt is chosen as a uniform distribution. At the same
time, locations and sizes of VFoA candidates are recorded as
IV FoA. The location and size of heads is recorded as Ihead.

pcn = f(pcn−1, ptn−1, IV FoA, Ihead)
ptn = g(pcn−1, ptn−1, IV FoA, Ihead)

(1)

n notes the number of iteration times. So the goal is to get the
most probable head pose and VFoA from {pc, pt, IV FoA, Ihead}.
An iterative process is adopted to refine pc and pt in Eq.(1).
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Fig. 1. Framework of this paper. Original data was collected by the psychology researchers from Peking University

2.2. Joint estimation model

Head are considerd as VFoA candidates. Head region-
s Rhead = {xhead, yhead, whead, hhead} can be obtained
using available head detection and tracking algorithms.
Furthermore, hand information can be added as another
kind of VFoA candidates, which is recorded as Rhand =
{xhand, yhand, whand, hhand}.

The initial probability distribution of head pose is given
by initial head pose classification, which can be written as
{pc(1), pc(2), ..., pc(K)}. K is the total number of head pose
classes. The initial probability distribution pt of all VFoA
candidates is set as an uniform distribution.

2.2.1. Refining the probability distribution of VFoA

The probability that a target j is the VFoA of a person i is
calculated as in Eq. (2):

ptin(j) =
K∑
k=1

pcin(k) · psd · pac · phc + ptin−1(j) (2)

pcin(k) is the probability that head i belongs to the kth head
pose class at the nth iteration. psd, pac and phc are defined as:

• Size and distance factor: We suppose that a target ob-
ject j is more probably a VFoA if it is large and close
to the head i. sj denotes the size of target j. dij is the
distance between head i and target j.

psd = sj/d
2
ij (3)

• Angle consistency factor: if the line connecting the ob-
ject and the head is consistent with head pose, this fac-
tor would be bigger. ak is the head pose degree repre-
sented by class k. ai→j = atan((xi − xj)/(yi − yj)) ,
ai→j is the angle between head i and target j.

pac = e−(ak−ai→j)
2/2σ2

1 (4)

• Height consistency factor: if the head pose belongs to
the head-up class, candidate in the higher place more

likely to be noticed and vice versa. h represents the
vertical location. In our case, classes 1 to 7 are for head-
down faces and classes 8 to 14 are for head-up faces.

phc =

{
e−(hi/2−hj)

2/2σ2
2 pose ∈ headDown

e−(hi−hj)
2/2σ2

2 pose ∈ headUp
(5)

σ1 and σ2 are constants respectively set to 10 and 20 con-
sider to the 3 sigma rule and the visual angle of human beings.
At the beginning of iteration, the probabilities of all VFoA
candidates are set to zero, i.e., pti0(j) = 0.

pt is not normalized because it is possible that people look
at non-candidate (i.e. non-head, non-hand) targets.

2.2.2. Refining the probability distribution of head pose

Now we assign to each target a probability of being the V-
FoA of each person. The probability can be used to refine the
initial head pose estimation.

pcin+1(k) = λ(
N∑
j=1

ptin(j) · pac+pcin(k))

s.t.
N∑
k=1

pcin+1(k) = 1

(6)

ptin(j) is the result calculated with Eq. (2). pcin(k) is the
probability of head i belongs to the kth class in the tth itera-
tion. N is the total number of candidate targets and λ is the
normalization parameter. The probability of head i belongs to
head pose class k is updated through Eq. (6).

2.2.3. Iterative refining process

An iterative process is based on Eq. (2) and Eq. (6). At each
iteration n, a candidate with maximal probability ptin(j) is
considered as the VFoA. The head pose class with maximal
probability is seen as the refined head pose class.

targetn(i) =

 argmax
j

(ptin(j)) max
j

(ptin(j)) > threshold

Null max
j

(ptin(j)) ≤ threshold

(7)
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posen(i) = argmax
k

(pcin(k)) (8)

A threshold is set because participants are not always
looks at a VFoA candidate. If the probability is below the
threshold, it is supposed that the person is looking at other
objects. The iterations end when both VFoA and head pose
estimations converge to stable states.

3. PRE-PROCESSING

In this section, we describe three methods that are required
prior to jointly estimate the head poses and VFoA.

3.1. Head detection

Reliable initial head regions are very important for head pose
estimation and can provide trust-worth candidates for VFoA.
Head detection is divided into two main parts: creating mul-
tivariate information and voting for each pixel based on this
information.

[17–19] are implemented into our algorithm to detect
head, upper body and skin color. In addition, hair color de-
tection runs on each frame. For each pixel i, we evaluate the
probability that its 5*5 neighborhood patch patchibelongs to
a head region. This probability is given by Eq. (9):

pihead =
hi

Z

∑
patchi

Vj
fore(αV

j
up + βVj

head + γVj
skin + λVj

hair)

(9)
j ∈ patchi. hi is the height of pixel i. It is supposed that

heads are more likely to appear at higher locations in the im-
age. α, β, γ, λ are constants. Z is the normalization parame-
ter. Vfore is the binary result given by background substrac-
tion which marks all foreground pixels with ones and back-
ground pixels with zeros which is similar with the rest V.

pixeli ∈
{

head pihead ≥ threshold
non− head pihead < threshold

(10)

Using Eq. (10), we can get the pixels which are regarded as
belonging to head regions. Holes are filled into connected
component and morphological algorithm is used to refine the
results. When there are merged components, skin or hair color
region is used to segment the components. Then the bounding
boxes are given according to the gravity centers and bound-
aries of each component and finish the head detection step.

3.2. Head tracking

Here we describe the tracker used to connect and refine the
detections in each frame produced in the previous stage. In
this step, CamShift[20] is used.

For each appearance, a normalized LAB color histogram
is used to represent it. So the appearance likelihood be-
tween target W (i) and target W (j) can be calculated as the

Euclidean distance E(i, j) between their LAB histograms,
and calculated as Dapp(i, j) = 1 − E(i, j)/2. The location
distance Ddst(i, j) between W (i) and W (j) is computed as
Ddst(i, j) = (W (i) ∩W (j))/(W (i) ∪W (j)).

The similarity D(i, j) between detections i and j respec-
tively in frames at times t and t+ 1 is given by Eq. (11).

D(i, j) = Dapp(W
detect
t+1 (i),W detect

t (j))

·Ddst(W
detect
t+1 (i),W predict

t+1 (j))
(11)

When somebody is missed in head detection, history in-
formation W store

t containing all people is used to get corre-
sponding W predct1

t+1 (i). The confidence in successfully recov-
ering a failed detection is computed as Eq (12).

Ck = Dapp(W
predct1
t+1 (k),W store

t (k))

·Ddst(W
predct
t+1 (k),W store

t (k))
(12)

If C(i) is bigger than a threshold learned by experience,
then this recover is acceptable and we create a new detection
based on the W predict1

t+1 , otherwise we just ignore it.

3.3. Initial head pose classification

Considering the resolution of video data and the precision of
further computation, getting face poses of children is consid-
ered as a discrete classification problem in [16]. Children’s
head poses in per-frame are estimated by four steps: Gabor
wavelet transformation, principal component analysis, classi-
fication of multiple classifiers and majority voting. There are
14 classes of head pose designed for our data. Seven classes
of head-down category:{−90,−60,−30, 0, 30, 60, 90} and
also the same seven classes of head-up category.

4. EXPERIMENTAL RESULTS

4.1. Dataset and Annotation

The data is collected by psychology researchers from Peking
university studying children’s social withdrawal in peer-play
scenarios. It can be seen in Fig. 1, a table covered with toys is
in the center of the camera view, three children stand around
the table and play together with toys. The video is segmented
into 22 clips and each clip lasts for 1 minute. One of clip was
annotated for the experiments. The clip we used has 1799
frames and the resolution is 720*480.

In social withdraw study, head and hand are important tar-
gets. But hand detection is challenging, so hands are manual-
ly labeled to provide the VFoA candidates.

The annotated information includes:

• Head and Hand region: Rhead, Rhand,
• Head pose: pose(i) ∈ {0, 1, ..., 13}, i notes the ith per-

son;
• VFoA: target(i),the target that ith person is looking at.
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4.2. Head Tracking

When (Atrack ∩ Agrd)/(Atrack ∪ Agrd) > 0.6 (Atrack is
the area giving by tracking process and Agrd is the area of
ground truth), it is considered as a successful tracking. Here
a universal threshold 0.6 is used in the evaluation. There is no
Id-switch in this video clip.

Child1 Child2 Child3 Average
accuracy 0.9983 0.9944 0.8821 0.9573

Table 1. The accuracy of head tracking.

4.3. Head Pose Estimation

Fig. 2. The comparative experiment of head pose estimation.
The combined method is proposed by [14].

The accuracy(±15◦) has improved 69.6% compare to ini-
tial method propose by [16], and improved 14.8% compared
to [14]. The accuracy(±30◦) has improved 42.4% compare to
initial method propose by [16], and improved 8.6% compared
to [14].

4.4. VFoA recognition

Child1 Child2 Child3 Average
Multi-VFoA 0.8401 0.8280 0.7655 0.8112
Single VFoA 0.9251 0.8892 0.8427 0.8857
No VFoA 0.8524 0.8427 0.8192 0.8381
Average of All 0.8725 0.8533 0.8091 0.8450

Table 2. The accuracy of VFoA recognition of propose
method.

Table 2 shows the result of proposed VFoA recognition
method. Multi-VFoA means multiple targets are labeled as
VFoA for one person due to the ambiguity in visual angle. S-
ingle VFoA means the child is looking at one specific target

and there is no ambiguity in telling that. No VFoA means the
visual focus of attention is not among the VFoA candidates.
When the VFoA candidates with top several highest proba-
bility are multi-VFoA in the annotation, it is considered as
successful recognition of multi-VFoA.

Fig. 3. The comparative experiment of VFoA recognition.
The VFoA recognition method is proposed by [15].

The first sequential method is using the VFoA recognition
framework of [15] giving the head pose result of [16], the
accuracy has been improved 19.8% compared to which. The
accuracy has been improved 7.1% compared to [15].

5. CONCLUSION AND FUTURE WORK

Head pose and VFoA are important cues to understand hu-
man’s behavior. The proposed method uses the result of
coarse head pose estimation and VFoA candidates to get
refined head pose and VFoA.

Considering the uncertainty in tracking and the clutter
background in a natural environment, it becomes a challeng-
ing problem to get both accurate head pose and VFoA. But
in this situation, iterative refining process still gives better
results. The accuracy of head pose estimation is improved
69.6% and 42.4% compared to initial method propose by
[16]. The accuracy of VFoA recognition is improved 8.6%
compared to sequential method propose by [15]. The pro-
posed method successfully decreases the accumulative errors
of traditional sequential methods in VFoA recognition and is
more robust to get head pose in low/middle resolution data.
The proposed method is expected to be applied into low or
middle resolution videos to get more accurate head pose and
VFoA.
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