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ABSTRACT

This paper proposes a new method named Sparse Regres-
sion Analysis (SRA) for object representation and recogni-
tion. In SRA, ℓ1-norm minimization is combined with re-
gression analysis to represent the input signal. The discrim-
inative ability of SRA derives from the fact that the subset
which most compactly expresses the input signal is activated
in the regression analysis. To achieve a further improvement,
Kernelized SRA (KSRA) is developed to make a nonlinear
extension of SRA. The experiments are conducted on both
palmprint and face recognition, which show that the proposed
methods achieve a much better performance than sparse rep-
resentation classifier, principal component analysis, and lin-
ear discriminant analysis.

Index Terms— Sparse representation, ℓ1 norm minimiza-
tion, face recognition, palmprint recognition

1. INTRODUCTION

Object representation in parsimony is one of the important
principles for object recognition. One initial work is the prin-
ciple of minimum description length in model selection [1],
which yields the most compact representation for decision-
making tasks such as classification. The Small Sample Size
(SSS) statistic learning acquires a parsimony representation
based on only a few of the observations by selecting a small
subset of features for classification or visualization. Sup-
port vector machine (SVM) [2] is one of the most successful
methods using a small subset of relevant training examples to
characterize the decision function between classes. Consider-
ing that many signals and images contain redundant informa-
tion, feature reduction aiming to represent data in a parsimony
way is often an important step for a pattern recognition sys-
tem. One popular approach for compressing the input signal
is the Principal Component Analysis (PCA) [3]. It transforms
a number of correlated variables into a small number of un-
correlated variables called principal components, by exploit-
ing the fact that many signals have a sparse representation in
terms of some basis. The discriminant versions of component
analysis have been thoroughly investigated, such as Linear

Discriminant Analysis (LDA) [4]. One problem lies in these
methods is that they are optimal when the data are in Gaus-
sian distribution, and the generalization problem is not well
solved yet. These works mentioned above indicate a common
theme: using parsimony as the principle for choosing a lim-
ited subset of features or models from the training data, rather
than directly using the data for representing or classifying the
input signal or object, is more effective for object representa-
tion and recognition.

Investigation and study in the human vision system (HVS)
have shown that a selective and small subset of neurons is ac-
tive for a variety of specific stimuli, such as color, texture,
shape, and scale. Considering a large amount of neurons in
the human vision system, the firing of the neurons to a spe-
cific input object is typically highly sparse. In the statisti-
cal signal processing community, the algorithmic problem of
computing sparse linear representations of an over-complete
dictionary of basis components or basis samples has been well
developed. In [5], a promising application of sparse represen-
tation in building a classifier for face recognition shows that
the sparse representation is effective for classification even
using a simple ℓ1 -norm minimization.

In this paper, we propose a new method, named Sparse
Regression Analysis (SRA), for discriminant analysis on ob-
ject recognition. Intuition behind SRA lies in the fact that
the coefficients of the subset compactly expressing the input
object are nonzero, and others are almost zero, when com-
bining ℓ1-norm minimization and regression analysis for the
reconstruction of the input object. It is possible to automat-
ically represent a test object as a linear combination of only
those training samples from the same class or similar sam-
ples. The coefficients of the sparse representation therefore
automatically discriminate different classes based on a com-
mon basis. The proposed method is different from other re-
lated methods [5] in three aspects. First, our method focuses
on feature extraction, but other others focus on reconstruc-
tion error or its application to build a classifier [5] in object
recognition. Second, we extend the sparse representation to
the kernelized version to obtain nonlinear features. Last, the
proposed method can be used to extract discriminant features
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from a training set, but without class information (i.e. the
class labels of the training samples), which has been used as
in traditional discriminant methods, such as LDA and KDA.

2. SPARSE REGRESSION ANALYSIS

2.1. Sparse Representation

When we say an object y has a sparse representation, we
mean that y is well approximated by a linear combination of
a small subset of a vector set Ψ of size N , i.e.,

∑
i∈IK

wiψi,
where IK is a subset of {1, 2, . . . , N} with K being an inte-
ger, K ≪ N , and wi is the weight corresponding to ψi ∈ Ψ
. In this case, we say that y is K-sparse in Ψ . The number
of the non-zero coefficients is denoted by ∥w∥0 with w =
(w1, w2, . . . , wN )T . Minimizing ∥w∥0 is the principle to ob-
tain a sparse representation, which is, however, an NP-hard
problem. Recent development in the theory of sparse rep-
resentation shows that the solution of ℓ1-norm minimization
subject to the linear regression of the input sample can be used
to find sparse enough representation. The resulting optimiza-
tion problem, similar to the LASSO in statistics [6], penal-
izes the ℓ1-norm of the coefficients in the linear combination,
rather than directly penalizing the number of nonzero coef-
ficients (∥w∥0). The original works in this research are not
for classification, but for representation of signals. The al-
gorithm performance is measured in terms of sparsity of the
representation and reconstruction of the signals. It is possi-
ble to represent a test sample as a linear combination of only
those training samples from the same class. The coefficients
of the sparse representation therefore automatically discrimi-
nate different classes present in a given basis on a dictionary
of basis elements. In [5], Wright et al. provide a general clas-
sifier using the sparse representation in the face recognition
problem. Its validity has been testified extensively on public
databases.

2.2. Sparse Regression Analysis

In this section, we exploit the discriminative ability of sparse
regression representation to perform feature extraction. We
represent a test sample in a dictionary whose basis elements
are the training samples themselves, when sufficient training
samples are available. To recover a signal from a training set,
we choose to minimize ∥w∥1. In this model, all test samples
are constructed from the same set of the basis vectors (the
training samples), with different coefficients. The problem is
formulated as follows:

minimize: ∥w∥1, (1)
subject to Ψw = y, (2)

where Ψ = (x1,x2, . . . ,xN ) is a matrix with each training
sample arranged on its columns, and Eq. 2 is the regression
representation of the input signal y , which can be evaluated

by ∥Ψw − y∥2 = 0. The model shown in Eq. 1 can be gen-
eralized to:

minmize ∥Ψw − y∥2 + λ∥w∥1, (3)

For some practical applications, a linear model cannot ob-
tain good performance. To solve nonlinear problems, we ex-
ploit the kernel trick to make a nonlinear extension of the
original model. In kernel-based methods, the input data is
first projected into an implicit feature space F by a nonlinear
mapping Φ : x → f ∈ F . In a high-dimensioned space, we
define a new constraint function as:

Φ(Ψ)w = Φ(y), (4)

where Φ(Ψ) = (Φ(x1),Φ(x2), . . . ,Φ(xN )), and Φ is the
projection function mapping signals from the original space
to the high-dimensional space. We cannot directly calculate
Eq. 4 because the mapping function is implicit. To implement
it, we rewrite Eq. 4 as

ΦT (Ψ)Φ(Ψ)w = ΦT (Ψ)Φ(y). (5)

The inner product in the high-dimensional space can be calcu-
lated by using a kernel function k(·, ·) defined in the original
space as

Φ(xi) · Φ(xj) = k(xi,xj). (6)

We use the fractional kernel function [7] in our application,
which is defined as:

k(xi,xj) = (xT
i · xj)

1
n , n ≥ 1, is an interger. (7)

The evidence that similar images of the same class can
well recover the input signal [5] motivates us to use the co-
efficients wi, 1 ≤ i ≤ N for extracting features to discrimi-
nate among different classes, which provides a new approach
for object classification. In contrast, statistic methods such
as linear discriminant analysis that utilizes training samples
generally incorporate more explicit prior knowledge about the
types of sample variations.

2.3. Classification with the Sparse Regression Represen-
tation

Our use of the sparse representation for classification differs
from the other related feature representation techniques. In-
stead of using the sparsity to identify a relevant model or clas-
sifier that can later be used for classifying test samples, we use
the sparse regression coefficients of each individual test sam-
ple directly for classification, adaptively selecting the training
samples that give the most compact representation. The pro-
posed feature extraction can be easily combined with popu-
lar classifiers such as nearest neighbor (NN). For the object
recognition problems discussed in the next sections we sim-
ply use the NN classifier with the cosine distance being the
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Fig. 1. Computation of the similarity between two samples.

similarity measure, which classifies a test sample based on its
best match image in the gallery set.

Letwi andwj be the features extracted from two samples
pi and pj by the linear SRA. The similarity between them is
computed by:

Sim(pi, pj) =
wT

i w
T
j

∥wi∥∥wj∥
. (8)

Fig. 1 shows the flowchart of the computation of the sim-
ilarity between two samples. Note that all the representation
coefficients of the samples in the gallery can be pre-computed
offline.

It should be emphasized that before classifying a test sam-
ple, it is not needed to include samples of the same class as the
test sample in the training set, which however is necessary in
the Sparse Representation Classifier (SRC) in [5]. The pro-
posed method is generally based on the similarity property
of samples of the same category. For example, it is human
faces in face recognition, and it is palmprints in palmprint
recognition. To validate the proposed method, we apply it to
palmprint and face recognition. In palmprint recognition, we
compare our method with Palmcode [8], which is the state-
of-the-art. In face recognition, some well-known approaches,
Eigenface, Fisherface, and SRC are compared on both the AR
and Infrared face databases.

3. EXPERIMENTS

3.1. Palmprint Recognition

We conduct experiments on the Polyu palmprint database [8]
which contains 600 images for 100 subjects with 6 images for
each person. The protocol includes a training set, a gallery
set, and a probe set (containing test images). The first image
of each class is included in the gallery set, and the rest are
divided into the train and probe sets. Since SRC [5] does not
use a gallery set, the training set for it is the combination of
the training set and the gallery set. Both SRC and SRA use
the same probe set. Compared with SRC, SRA achieves a
much better performance when the training set is smaller as
shown in Fig. 2. The curve of the recognition rate of SRA
remains flatter, while SRC suffers a lot from the reducing size
of the training set.

We further compare SRA with the kernelized SRA
(KSRA) when n = 4 (see Eq. 7). As shown in Fig. 3(a),

Fig. 2. The comparative results between SRA and SRC,
where means samples with indices form 1 to in every class
(person) are used for training in SRC.

(a) (b)

Fig. 3. (a)The comparative results between SRA and KSRA.
(b)The comparative results among SRA, SRC, LDA, and
PCA.

KSRA achieves 100% accuracy in the training set. The per-
formance of KSRA is also evaluated with the sate-of-the-art
method Palmcode on this dataset. The Equal Error Rate
(EER) of our result is 0% when samples with indices 2 and 3
are in the training set, While the EER of Palmcode is 0.34%.

3.2. Face recognition on the AR Face Database

We test the proposed method on the AR database, which con-
sists of 126 persons. For each person, 26 pictures are taken
in two separate sessions [9]. The face regions are cropped,
normalized to the 88 × 88, and converted to grayscale. Sim-
ilar to [5], we downsize the 16 × 16-sized face images into
4 × 8 size subregions so that the feature extraction process
does not take too much time. These images include facial
variations such as illumination changes, expressions, and fa-
cial disguises. For each person, the images with only illumi-
nation changes and expressions are selected: the images from
Session 1 for training, and the images from Session 2 for test-
ing. We try different numbers of training samples. The gallery
set contains all the 14th images in Session 2 in SRA, and the
probe set includes images with indices from 15 to 20 from
Session 2 in both SRC and SRA. Besides, all the 14th images
are included in the training set in SRC.

Fig. 3(b) shows the comparative results among SRA,
SRC, LDA and PCA. The results of SRC are 75.3% , 59.52%,
and 0.383%, but our results remain stable, which are 76.1%,
73.9%, and 71.55%, when the train set contains 1–7, 1–5, and
1–3 images respectively. The proposed method achieves a
much better performance than SRC when using a small set of
training samples. The main reason is that SRC uses only part
of the training samples to do classification, ignoring other
useful information from different classes. The LDA method
also suffers a lot from the reducing size of the training set,
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Fig. 4. The comparative results between KSRA and SRA.

Fig. 5. Experiment results on the infrared face database

because the class discriminative information is lost in train-
ing the classification model. However, we can see that LDA
obtains a better performance than SRC when a small training
set of samples are available. We also give the comparative
results between KSRA and SRA in Fig. 4, from which, we
can see that KSRA performs even better.

It should be noted that our implementation of SRC fol-
lows that in [5]. When seven images from Session 1 for each
subject (total 100 subjects are selected) are used for training
and the other seven from Session 2 are used for testing, about
85% recognition rate is obtained in [5], while our implemen-
tation of their method achieves a similar results of 86%.

3.3. Face Recognition on the PolyU-NIRFD Face Database

Usually infrared face images do not contain as detailed infor-
mation as grey-level images. The sparse representation can
work well on images even with higher degree of downsam-
pling [5]. We choose the PolyU-NIRFD face database [10] in
this experiment. The training set contains 419 frontal images
of 138 persons, and the probe and gallery sets have 2763 and
574 images, respectively. No persons in the query and tar-
get sets appear in the training set. The facial portion of each
original image is cropped and normalized to 64 × 64 pixels
based on the locations of the eyes. To see how well PCA,
LDA, KDA, SRA and KSRA perform on this database, their
recognition performances are shown in Fig. 5. As we know
from the experiment on the AR database, SRA and KSRA
work better on downsampled images than PCA and LDA that
even use the images without downsampling. In this experi-
ment, PCA, LDA, and KDA cannot obtain good performance
either, but SRA and KSRA still work well or their robustness
to low-resolution images.

4. CONCLUSION

This paper has proposed a new method, named Sparse Re-
gression Analysis (SRA), for discriminant analysis on object
recognition. SRA combines the ℓ1-norm minimization and re-
gression analysis to classify samples of multiple classes. SRA
and its kernelized version KSRA are validated on both palm-

print and face recognition. Compared with a recently devel-
oped method SRC, SRA and KSRA obtain much better per-
formance especially when a small set of training samples is
available. SRA and KSRA also achieve better performance
than the popular methods PCA, LDA, and KDA.
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