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ABSTRACT

Visual surveillance from low-altitude airborne platforms has been widely addressed in recent years. Moving vehicle detection is an important component of such a system, which is a very challenging task due to illumination variance and scene complexity. Therefore, a boosting Histogram Orientation Gradients (boosting HOG) feature is proposed in this paper. This feature is not sensitive to illumination change and shows better performance in characterizing object shape and appearance. Each of the boosting HOG feature is an output of an adaboost classifier, which is trained using all bins upon a cell in traditional HOG features. All boosting HOG features are combined to establish the final feature vector to train a linear SVM classifier for vehicle classification. Compared with classical approaches, the proposed method achieved better performance in higher detection rate, lower false positive rate and faster detection speed.

Index Terms—Vehicle detection, boosting HOG feature, linear SVM, urban environment

1. INTRODUCTION

During the past two decades, a number of methods for detecting vehicles in low-altitude airborne platforms under urban environment have been developed [1][2]. The existing methods can be roughly classified into two categories. The first category is based on image processing techniques. For example, Shastry and Schowengerdt [3] proposed a frame-by-frame video registration technique using a KLT feature tracker to automatically determine control points correspondence. Angel and Hickman [4] used the location, orientation and scale information of vehicles predicted in a reference frame to align the adjacent frames. This method performs reasonably well on freeway segments, where the speeds of vehicles are generally uniform. On the other hand, machine learning based detection methods have been becoming more and more popular recently [5][6]. Zhao and Nevatia [5] combined several appearance features including the shadows of vehicles to detect moving and static vehicles. A Bayesian network, which is trained by vehicle and non-vehicle samples, is setup to classify the objects. Cucchiara et al. [7] provided a traffic monitoring method by combining a pixel-based processing technique and a knowledge-based reasoning method, where occlusion reasoning helps to estimate each vehicle in the occlusion region effectively. However, most of the existing methods are either time consuming or only applicable to vehicle detection in the highway situation, which is a relatively simple environment.

In this paper, we propose a new and efficient method for vehicle detection in low-altitude airborne platform under urban environment. In our work, a boosting histogram of oriented gradients (boosting HOG) feature is proposed to use together with a linear support vector machine (SVM) for vehicle detection. The output of the adaboost training on each cell is a strong classifier and the strong classifiers from all the cells of an input image patch are combined to construct a feature vector. A linear SVM classifier is then trained over the feature vectors for the final vehicle classification. Our experimental results demonstrated that...
2. VEHICLE DETECTION

In our work, two most important parts of the method are feature description and classifier training. The overall flowchart of our method using linear SVM classifier with boosting HOG features is shown in Fig. 1. The detail processing is presented in the following subsections.

2.1. Boosting HOG features

The key component in vehicle detection is to select good feature description that is able to distinguish vehicles from other objects. HOG feature shows better performance in characterizing object shape and appearance and it is not sensitive to illumination change. However, the high dimensionality of the HOG features will lead the training and classification to slow down dramatically. We propose boosting HOG features for reducing the dimensionality of the feature vectors to speed up the detection process. The classification is performed by using the discrete AdaBoost algorithm. In our proposed method, as the HOG feature is a histogram with bins indicating local gradient distribution, those bins are considered as a set of weak classifiers. By applying thresholds to all the bins, each bin gives a binary output, which is taken as the output of the corresponding weak classifier. Let \( H_x = \{b_1, \ldots, b_N\} \) denote a HOG descriptor with \( N \) bins. By comparing each bin \( b_i \) to its corresponding threshold \( \theta_i \), we can obtain the weak classifiers corresponding to the bins. Formally, let \( h_{ij}(x) \) denote the \( i \)th weak classifier, which can be written as:

\[
h_{ij}(x) = \begin{cases} 
1, & \text{if } p_i f_{ij}(x) < p_i \theta_{ij} \\
-1, & \text{otherwise}
\end{cases}
\]  

(1)

where \( x \) represents input image; \( f_{ij}(x) \) denotes the value of the \( i \) th bin in the \( j \)th cell; \( \theta_{ij} \) is a threshold used to make a decision for \( f_{ij}(x) \); \( p_i \) is a polarity parameter used to change the direction of the inequality, which can be either -1 or +1. Each bin in a cell can be considered as a weak classifier, and by traditional discrete adaboost training, all the bins in a cell can be gathered to form a strong classifier. The output of the corresponding adaboost classifier is used as an entry to establish a boosting HOG feature vector. An example with 4 bins in each cell is shown in Fig.2.

Like the classical HOG features, cells are grouped together to form bigger blocks over a larger spatial regions. To achieve better detection performance, a multi-scale approach is employed. The algorithm starts densely scanning images with a sliding window to capture local appearance information to differentiate vehicles from other objects. However, only local information is inadequate to extract global shape features of the vehicles. Therefore, blocks in various sizes are used to achieve the aims of detecting vehicles quickly and efficiently. Blocks are obtained by scanning the samples with a sliding window. The step size in horizontal direction for scanning is called block-stride. Three types of blocks are carefully designed, as shown in Fig.3: I) block-size=8 \times 8, cell-size=4 \times 4, block-stride=4, and totally 21 blocks over a 32 \times 16 region; II) block-size=8 \times 16, cell-size=4 \times 8, block-stride=4 and a total of 15 blocks over a 32 \times 16 region; III) block-size=16 \times 16, cell-size=8 \times 8, block-stride=8 and there are 3 blocks over a 32 \times 16 region. Due to the larger size of the blocks, the global information of vehicles can be obtained. Compared with the method proposed by Dalal and Triggs [8], where there are 9 bins in each cell, the HOG features of each block have the length of 36. On the other hand, since there are four cells in a block of all these three types and a cell corresponds to an adaboost output, a boosting HOG feature keeps only 4 dimensional for each block.

2.2. Linear SVM training

The output of the adaboost training on each cell is a strong classifier and the strong classifiers from all the cells of an input image patch are combined to construct a feature vector. A linear SVM classifier is then trained over the feature vectors for the final vehicle classification. To train the classifiers to get good performance, 2048 positive samples are manually made and 1,000,000 negative samples were generated automatically by programs using image frames without vehicles. All the samples were scaled to the size of 32 \times 16(width \times height) for training as shown in Fig. 4. In order to achieve better detection performance, various sized blocks are designed to train a series of adaboost classifier to detect vehicles in different sizes. All three types of block size are employed in constructing boosting HOG feature, and small block size which is rich in local information is first used to train boosting HOG feature. Since some easy cases can usually be correctly classified, the training process
should focus on the difficult samples. In order to do so, the

false positive and false negative samples after the first round of training are selected to train the classifiers one more time using type II blocks. Type III blocks are adopted to train boosting HOG feature at last and all trained boosting HOG features are combined to train the final SVM classifier.

The procedure of SVM training for moving vehicle classification is summarized as follows.

**Step 1**) Train the adaboost classifier using the training samples with type I block size and compute the boosting HOG features.

**Step 2**) With the obtained features, train the SVM classifier with all the samples. Test the trained SVM on the same training samples. Find all the false positive and false negative samples.

**Step 3**) Use the false positive samples and false negative samples to train the adaboost classifiers with type II blocks as in step 1).

**Step 4**) Train the adaboost classifier with type III blocks similar as in step 1).

**Step 5**) Combine the obtained adaboost classifiers to build the feature vector and train the final linear SVM classifier to classify vehicles.

Some vehicle detection results obtained by the SVM classification are shown in Fig. 5, where the detected vehicles are marked with red rectangles. As we can see, most of the vehicles have been correctly detected.

### 3. EXPERIMENTS AND DISCUSSION

In this section, experimental results of the proposed method on urban traffic videos are presented to show the performance of our approach.

#### 3.1. Datasets and Experiment Platform

The experiments were performed on more than 3 hours of video in urban traffic environment and highway traffic scenes. Some snapshots of the videos with vehicle detection results are shown in Fig. 6. The test videos of urban traffic were captured around the height of 60 to 90 meters using a digital video camera (Sony-DCR-HC21E). And the video of highway is captured by an unmanned aerial vehicle. Ten urban video segments with 300 frames each were manually labeled in our experiment. The size of the video frames is 720x400 pixels. The experiments were carried out on a computer with 3.2 GHz CPU and 4 GB double data rate RAM.

#### 3.2. Performance evaluation

The detection speed in terms of frames per second (fps), the detection rate (DR), and the false positive rate (FPR) were used to quantitatively evaluate the performance of our system. The DR and FPR are defined as

\[
DR = \frac{TP}{TP + MP} \quad \text{and} \quad FPR = \frac{FP}{TP + FP},
\]

respectively, where \(TP\) is the average number of detected regions corresponding to vehicles, \(MP\) is the average number of missed vehicles, and \(FP\) denotes the number of detected regions which are actually not vehicles.

#### 3.3. Experimental Results and Comparison

In order to objectively evaluate the performance of our method, the performance of three other commonly used algorithms has been included for comparison. The first algorithm is the SIS (simplistic image subtraction) method [9]. This method simply subtracts all the pixels in the first frame from the ones in the second frame. ISFR (Image subtraction method with frame registration) performs image subtraction after frame registration [3], which is extended from the simplistic subtraction method but can compensate camera motion. SCOHF (SVM classification with the original HOG features) uses linear SVM classifier but with the original HOG features to perform vehicle classification.
All the experiments were carried out on the same hardware platform as described above. The detection performance of the four methods is presented in Table 1. The results show that our method achieved the best performance compared with the other three methods. Although the simplistic image subtraction method shares the advantage of fast detection speed with the proposed method, it produces a large number of false alarms. On the other hand, the registration based method, which takes too much computational time, cannot satisfy the need of real-time applications on resource-limited platforms. In contrast with the SVM classification method using the original HOG features, the great reduction of feature dimensionality in our proposed method is able to speed up the detection process significantly, from 0.15fps to 4.76fps. Moreover, our method achieved higher detection rate with fewer false positives compared to the other three methods mainly due to the reason that the used linear SVM classifier, which is trained using the boosting HOG feature vectors, has higher classification ability.

As Table 1 shows, the SVM classification based on boosting HOG features can achieve comparable performance with that based on original HOG features. On the other hand, the boosting HOG feature vector has 84+60+12=156 dimensions compared with 21×4×9=756 in the original HOG features, and thus the SVM classifier based on boosting HOG leads to a much simplified feature vector. Therefore, in our method, the linear SVM classifier is speeded up by using more compact feature vectors and outperforms both of the other two methods.

### 4. CONCLUSIONS AND DISCUSSIONS

In this paper, we have presented a method to detect moving vehicles. A linear SVM classifier is trained for moving vehicle detection in airborne videos. For the sake of lowering the time cost of the original HOG feature, boosting HOG features are proposed and used for SVM training and classification. Our experimental results showed that we achieved the detection accuracy of 90% with fast detection speed. In our future work, we will design an integrated classification solution for vehicle detection by mining various features to further improve the detection performance of the proposed method.
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