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ABSTRACT

Most face recognition algorithms make only use of intensity
information of the images discarding color as a distinctive
cue. This paper extends the HOG-EBGM face recognition
algorithm to use color information. In HOG-EBGM, each
face is represented by a graph described by HOG features at
specific landmarks. The color extension of the method here
proposed intends to make the algorithm robust against color
changes, while keeping its former robustness against scale,
position, rotation and intensity variations. In the paper, sev-
eral color representations of the faces are studied. Also, to
reduce the higher dimensionality of the new color features,
a comparison of dimensionality reduction techniques is in-
cluded. Results on the Experiment 4 of the Face Recognition
Grand Challenge show that color HOG-EBGM outperforms
the gray-scale version of the algorithm in all cases. The best
results were obtained using the Opponent color space with
LDA.

1. INTRODUCTION

Face recognition is a task that has attracted much atten-
tion among researchers during the last years. Although a
large number of approaches have been proposed (we recom-
mend [14] for an extensive survey on the topic), the majority
of them have only explored the use of intensity-based infor-
mation to represent faces. However, color is generally con-
sidered a powerful cue for object recognition and it has been
proved that it can be a distinctive feature between different
faces [1]. While illumination variance can affect the recogni-
tion performance, the extraction of color descriptors can help
to achieve invariance to the changes of illumination.

Authors have recently worked on the study of efficient
color models which help to overcome the color invariance
problem [5], particularly, they have focused on getting color
spaces suitable for the extraction of discriminant color fea-
tures. In [13] the authors explore the most conventional color
spaces to finally probe that for each model descriptors achieve
different grades of invariance to light intensity and light color
changes. In [7] there is an analysis of the optimal way of com-
bining the color components of images to get monochromatic

This work was funded by the Spanish Government CYCIT grant
TEC2009-09146.

images minimizing the information loss for face recognition.
In that line, Yang and Liu [17] propose a discriminant crite-
rion to create a color space in which the color components are
extracted to best represent images for recognition purposes by
combination of the RGB components.

Many successful face recognition algorithms originally de-
veloped for gray-scale images have been afterwards extended
to use color information. This is the case of PCA and LDA,
two of the most well-known algorithms for face recognition.
Some examples of color PCA and LDA approaches can be
found in [12, 15]. Also, some powerful object descriptors
such as SIFT[8] or HOG [9] which initially were developed
for intensity images have also been extended to embed color
information [2, 13].

Nevertheless, still there is a number of face recognition
algorithms which have been reported to have good perfor-
mance in gray-scale and have never been studied to work
in a color space. This is the case of the HOG-EBGM al-
gorithm, a novel face recognition method recently proposed
in [3]. HOG-EBGM is a variation of Wiskott’s Gabor-EBGM
method [16], which has become a standard baseline algorithm
for comparison of face recognition algorithms. EBGM meth-
ods describe each face by the information extracted from the
nodes of a face graph (FG) which is automatically placed on
facial landmarks. The main difference between HOG-EBGM
and Gabor-EBGM is the nature of the local features used in
each node graph: HOG descriptors and Gabor jets respec-
tively. HOG descriptors are based on image gradients in local
areas, while Gabor jets are built using Gabor wavelet coeffi-
cients. HOG descriptors have been proved to be robust against
small displacements, rotations and intensity and non-linear
illumination changes around facial landmarks, making them
suitable for recognition tasks. Interested readers can see [10]
for a performance comparison between both algorithms.

The motivation of this paper is to extend our HOG-EBGM
algorithm to use color information. This adaption aims to
give the algorithm more robustness and discrimination power
against color changes, while keeping its former robustness
against scale, position, rotation and light variations. Also,
in this work we carry out a study that explores different color
models in order to find the optimum color space for the recog-
nition task.

The rest of the paper is organized as follows. In Sec-
tion 2 the original HOG-EBGM is described. Next, Section 3
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Fig. 1. Normalized face and the spatial bins of the right eye
HOG descriptor.

extends the algorithm to use color, discussing about differ-
ent color representations and dimensionality reduction tech-
niques. Finally, results and conclusions are presented in Sec-
tions 4 and 5.

2. GRAY-SCALE HOG-EBGM

In HOG-EBGM (see [3] for implementation details) facial
landmarks are located on a graph that follows the structure
proposed in the CSU project [4]. The number of nodes in this
graph is 25. Each landmark is modeled using a set of training
faces that account changes of expression, hair styles, illumi-
nation, etc. These models are used to automatically locate
landmarks on unseen faces. This automatic detection is done
through an iterative process in which the position of a new
landmark is predicted using previously detected landmarks to
reduce the search area. The process to detect the i-th (i > 2)
facial landmark (summarized in a few lines due to space re-
strictions) is:

1. Coarse initial prediction of the facial landmark location
Xs

i , based on the geometry of the previously detected
j < i points in the FG.

2. Refine the previous prediction on a reduced search area
using the landmark model.

Each HOG descriptor is a histogram in which the bins form
a three dimensional lattice with Np = 4 bins for each spatial
direction and No = 8 bins for the orientation for a total of
N2

pNo = 128 components. In our work, each spatial bin is a
5 × 5 pixels square (Fig. 1). The contribution of each pixel
gradient to the histogram is weighted by a Gaussian window
centered at the keypoint and trilinearly interpolated with the
surrounding bins. See [3] for minor implementation details.

After the location of the graph nodes, each landmark is de-
scribed by:

Ji = HOG(I,Xi) ∈ RNhog , Nhog = 128 (1)

where I is the intensity face image. For recognition tasks, a
face F is finally represented by the vector resulting of the con-
catenation of the descriptors associated to the 25 landmarks of
the FG:

F = [J1, J2, . . . , J25] ∈ RNf (2)

where Nf = Nhog × 25 = 3200.

3. COLOR HOG-EBGM

In this section we extend the HOG-EBGM algorithm to use
color information. The resulting approach will be called
Color HOG-EBGM or simply CHOG-EBGM hereafter. The
fundamental change between gray-scale and color HOG-
EBGM algorithms is that the descriptors Ji are replaced by
new Jc

i descriptors:

Jc
i = [HOG(C1, Xi), HOG(C2, Xi), HOG(C3, Xi)]

where C1, C2 and C3 are each of the color channels in a suit-
able color space. Section 3.1 will discuss some of the color
spaces used in this paper. Notice that Jc

i ∈ RNchog , where
Nchog = Nhog × 3 = 384.

For recognition tasks, a color face FC is represented by the
vector resulting of the concatenation of the Jc

i ,1 < i < 25
descriptors:

FC = [Jc
1 , J

c
2 , . . . , J

c
25] ∈ RNc (3)

with Nc = Nchog × 25 = 9600. As in the case of HOG-
EBGM the dimensionality of FC is quite high and dimen-
sionality reduction is required. Section 3.2 will review the
techniques used to this end.

3.1. Color Models

One major issue when considering color for the extraction of
features is the actual color model used to represent the image,
described through its channels C1, C2 and C3. Many models
exist, but some authors [13, 17] have focused on those that
provide more discriminant information when using descrip-
tors for the separability of different classes. As it is not an
easy task to determine which model fits better with the re-
quirements of face recognition, in this work we have exper-
imented with three conventional models used in other works
for recognition tasks (RGB, HSV and Opponent Color) and
we have also compared them with a particular model pro-
posed by Yang and Liu in [17]. We will only describe here
the Opponent Color and Discriminant Color spaces:

Opponent Color model This model, derived from the
RGB channels, and is defined by:

(C1, C2, C3)T =

(
R−G√

2
,
R+G− 2B√

6
,
R+G+B√

3

)T

(4)
where C1 and C2 have color information and are shift invari-
ant to light intensity, while C3 represents the intensity.

Discriminant Color Space (DCS) [17] This is a color
model specifically developed for recognition purposes. The
idea behind this model is that a suitable color space can be
learned from a set of model by optimally combining theRGB
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components. For the computation of the optimal weights,
this model uses the Fisher criterion which maximizes the
between-scatter matrix and minimizes the within-scatter ma-
trix using the three-dimensional color pixels as input vectors
for a particular dataset.

3.2. Reduction of dimensionality

Due to the high dimension of the face vectors extracted with
HOG-EBGM and CHOG-EBGM, we apply dimensionality
reduction prior to recognition. In this paper, we have studied
three algorithms: Principal Component Analysis (PCA), Lin-
ear Discriminant Analysis (LDA) [6] and Orthogonal Linear
Discriminant Analysis (OLDA) [18]. In this paper, we will
only explain the OLDA method which is seldom known.

OLDA is one of the many variations of LDA to deal with
the undersampling problem. The key idea of OLDA is that the
discriminant vectors are orthogonal to each other. In [18] Ye
provides an efficient way of computing OLDA. The algorithm
starts by obtaining the non-null space from the total scatter
matrix St:

St = [U1, U2]

(
Σ2

t 0
0 0

)
[U1, U2]T (5)

where U1 spans the non-null space of St and Σ2
t are the eigen-

values corresponding to this subspace. Next, the class cen-
tered data matrix Hb is projected onto the U1 subspace:

B = Σ−1
t U t

1Hb (6)

Then, SVD decomposition is applied to B:

B = P Σ̂QT (7)

This allows to obtain a projection matrix X that simultane-
ously diagonalizes Sb, Sw and St:

X = U

(
Σ−1

t P 0
0 I

)
(8)

Since, usually rank(Sb) = C − 1 = q, the next step takes
the first q columns of X to obtain a new projection matrix
Xq . In [18] Ye demonstrated that the Fisher criterion is max-
imized with Φ = XqM , where M can be any arbitrary q × q
nonsingular matrix. This degree of freedom to choose M al-
lows to create an orthogonal matrix Φ by setting M = R̂,
where R̂ comes from the QR decomposition of Xq .

4. EXPERIMENTS AND RESULTS

The performance of the proposed algorithm is evaluated
in this paper using the Face Recognition Grand Challenge
(FRGC) [11] database, which is one of the most challenging
and large-scale face databases. The FRGC evaluation proto-
col is organized in a set of experiments. We choose the Ex-
periment 4 which is designed for comparing face recognition

Training Target Query

Fig. 2. Normalized face images of the FRGCv2 Exp. 4.

algorithms under uncontrolled acquisition conditions. This is
by far the most challenging experiment in FRGCv2 as shown
by some competition results [11]. More in detail, FRGCv2
Experiment 4 consists of 12,766 training images, 16,028 con-
trolled target images and 8,014 uncontrolled query images.
Due to the large quantity of training color images, we ap-
proximately halved the training set with a random selection
of training samples. This allows us to reduce the computa-
tional burden and memory allocation problems. Fig. 2 shows
and example of normalized training, target and query of the
FRGCv2 Experiment 4.

The gray-scale HOG-EBGM and the CHOG-EBGM are
compared using two different methods: for recognition we
use rank curves, while for verification we use a Receiver Op-
erating Characteristic (ROC) curve proposed in the FRGC
protocol. Also, to study the influence of the color space rep-
resentation we obtained the previous curves for each color
model: RGB, HSV, Opponent Color and DCS. From [17],
DCS color space conversion from RGB in FRGCv2 is:

XFRGC =

0.28 0.06 0.74
0.06 −0.16 0.40
0.29 −0.21 −0.12


To measure similarity between projected face vectors, we can
use many different similarity measurements. In this paper,
only results using cosine distance are presented here since
they clearly outperform all results obtained using euclidean
distance.

Figure 3 shows the rank curves resulting for the different
approaches. The results of the ROC curves for verification
regarding a false accept rate of 0.1% are shown in Table 1.
The rank and the ROC curves show a higher performance of
CHOG-EBGM when compared to gray-scale HOG-EBGM,
regardless of the color space in use. Also, in all the experi-
ments the Opponent Color space outperforms the results ob-
tained with the rest of the color models.

Regarding the dimensionality reduction applied to the data
for the recognition and verification tasks, both LDA algo-
rithms have proved to be much more suitable than PCA for
matching the descriptor vectors of the face graphs. Let’s also
notice that for recognition, OLDA achieves the highest rates
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PCA LDA OLDA

Gray-scale HOG-EBGM 7.7% 53.9% 37.0%

CHOG-EBGM on RGB 7.8% 56.8% 42.6%

CHOG-EBGM on HSV 9.5% 55.5% 44.0%

CHOG-EBGM on Opp. Color 10.1% 57.4% 44.4%

CHOG-EBGM on DCS [17] 9.5% 54.5% 40.9%

Table 1. FRGCv2 Exp. 4 Verif. Rate at 0.1% of FAR.

while for verification the best rates are obtained with the base-
line LDA.

5. CONCLUSIONS

In this work we present a new method, Color HOG-EBGM
which is derived from the gray-scale HOG-EBGM. Experi-
ments show that better performance is achieved in the color
version for all the color spaces studied. Also, from all these
color models, Opposite Color is the most effective, as it
achieves the highest recognition rates, even outperforming
specific methods designed for recognition tasks, as the one
proposed in [17].
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