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ABSTRACT

We present a bi-layer inpainting method for synthesizing
novel views from a single color image and its corresponding
depth map under the exemplar-based inpainting framework.
Unlike conventional image inpainting, the decisions of the
inpainting direction and the sample regions are important
to inpaint disoccluded regions which disclose hidden back-
ground regions in the new viewpoint. The proposed algorithm
first labels boundaries along the disoccluded regions whether
it belongs to the foreground or background objects, and then
separates their surrounding regions into the foreground and
background regions using the graph cut algorithm. The disoc-
cluded regions are then filled from the background boundary
with best-match patches taken from the background regions.
As demonstrated in the experimental results, the proposed
method recovers the disoccluded region with visually plausi-
ble quality.

Index Terms— Novel view synthesis, bi-layer segmenta-
tion, image inpainting, and depth image-based rendering

1. INTRODUCTION

Recently depth image-based view synthesis gains an increas-
ing interest due to easy acquisition of depth images and needs
of multi-view generation from limited view images. The most
important issue raised in view synthesis is disclosure of oc-
cluded regions while viewpoint change.

Early work in view synthesis using depth images apply a
Gaussian filter [1][2] to the depth image before 3D warping
and then fill holes by averaging neighborhood pixels. These
methods minimize possible disoccluded regions by alleviat-
ing the depth discontinuity. Excessive depth smoothing, how-
ever, produces distorted views along the boundaries with large
depth discontinuity.

Filling large disoccluded regions seems to be solved by
adopting the recent exemplar-based inpainting method [3].
This method cannot be directly applicable because the fore-
ground boundary needs to be preserved during the inpainting
process. Assumed that the boundary pixels with low depth
on the horizontally opposite side of the disoccluded region
belong to the background boundary, these pixels are copied
next to the foreground boundary in the other side to prevent
foreground expansion [4]. This approach also produces irreg-

ular foreground expansion in the disclosed regions enclosed
by foreground regions in the both sides. Recently a pixel la-
beling method [5] is introduced to select candidate pixels to
fill disoccluded region using depth, edge, and segmentation
information with a discriminative probabilistic model. This
method still provides no explicit distinction on foreground
and background regions and has limitation on texture genera-
tion due to per-pixel synthesis.

This paper presents a novel algorithm for inpainting
disoccluded regions under the exemplar-based inpainting
framework [3] by separating the source region, the region
to be sampled for filling the disoccluded region, into the
foreground and background regions. Unlike conventional
inpainting problems in [6][3] where all the remaining re-
gions are used as source regions, the segmentation of the
background and foreground region is important because the
foreground region should be preserved during the inpainting
process and the background region is mainly used for filling
the disoccluded region.

To solve this problem, we first classify the pixels at occlu-
sion boundary enclosing the disoccluded region into either the
foreground or background boundary using the edge character-
istics in the depth map, and then separates their surrounding
regions into the foreground and background regions using the
graph-cut optimization. The disoccluded region is then filled
from the background boundary with best-match patches from
the background region. The proposed framework is described
in Fig. 1.

The paper is organized as follows. Section 2 presents the
method of occlusion boundary labeling. Section 3 describes
the method of bi-layer segmentation from occlusion boundary
label. Section 4 explains bi-layer inpainting. Section 5 pro-
vides experimental results. Finally, Section 6 concludes this
paper and presents future work.

2. OCCLUSION BOUNDARY LABELING

Given a pair of a color image and its corresponding depth
map, a novel view can be synthesized by warping the color
image using the depth map. An occlusion boundary is defined
as non-occluded boundary pixels that circumscribe a disoc-
cluded region.

Knowing the label of the occlusion boundary in the
warped image, whether the foreground or background bound-
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(a) (b) (c) (d)

Fig. 1. The proposed bi-layer inpainting procedure for novel view synthesis. (a) Image warping where Ω denotes the dis-
occluded region to be filled and Φ denotes non-disoccluded region to be sampled. (b) Occlusion boundary labeling where
∂ΩF and ∂ΩB represent the foreground and background boundary. (c) Bi-layer segmentation where ΦF and ΦB represent the
foreground and background region. (d) Bi-layer exemplar-based inpainting where ΨB represents the filled region using the
background region ΦB .

ary, allows for certain strategies for filling the disoccluded
region. In general the foreground boundary needs to be
preserved under assumption of cardboard type foreground
objects with no volume behind such that the disoccluded re-
gion should be filled from the background boundary with the
background region. In real situation, the foreground bound-
ary may need to be expanded according to rear volumetric
information. We follow the cardboard assumption for the
simplicity.

To label occlusion boundaries, previous methods consider
relative depth difference of boundary pixels on the horizon-
tally opposite side [4] or on the eight directions [7]. For
example, the boundary pixels having the lowest depth is la-
beled as the background boundary. However, these assump-
tions are invalid when both sides of boundaries are the fore-
ground boundary in real world and when unfortunately the
lowest depth value is not present in the eight direction. The
occlusion boundary label can also be determined using edge
detection in the original depth map [8], associated with the
gradient vector. Not all the detected edges become occlusion
boundary since they depend on the user-given thresholds.

(a) (b)

Fig. 2. Occlusion boundary labeling. (a) Original depth map
and its Laplacian map. (b) Warped depth map and warped
Laplacian map for right view synthesis.

Based on the observation that the occlusion boundary is
generated from splitting the depth discontinuity into the lower
and higher side, the foreground boundary in the original depth
map is the falling edge and the background boundary is the
rising edge as shown in Fig. 2. It can be efficiently classified

by the sign of the Laplacian of the depth map.
Let D be the input depth image and ∆D the Laplacian

of the input depth image. DW denotes the warped depth map
using the input depth mapD such thatDW (px, py) = D(px−
DW (px, py), py) where px and py are the coordinates of a
pixel p. (∆D)W denotes the warped Laplacian of the input
depth map using D such that (∆D)W (px, py) = ∆D(px −
DW (px, py), py). Let Ω the disoccluded region in the warped
depth map DW and ∂Ω the occlusion boundary.

The pixel, along the occlusion boundary, with a negative
Laplacian value belongs to the foreground boundary and the
positive belongs to the background boundary. The label func-
tion of pixel p is given as follows.

l(p) =

{
∂ΩF if (∆D)W (p) < 0
∂ΩB if (∆D)W (p) > 0

, for p ∈ ∂Ω (1)

where ∂ΩF and ∂ΩB denote the foreground and background
boundary respectively. Note that zero Laplacian value rep-
resents no depth discontinuity and will not appear along the
occlusion boundary. One can use the Laplacian of Gaussian
to increase its support region and robustness against noises.
Once the background boundary is known, a PDE-based im-
age inpainting technique [9] can be utilized considering the
background boundary as propagating front. It is well known
that such an approach is appropriate only for filling small hole
and suffers from blurring artifacts in large hole regions.

(a) (b)

Fig. 3. Occlusion boundary labeling result. (a) Original color
image. (b) Warped color image with occlusion boundary label
(blue = foreground boundary, red = background boundary).
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Fig. 3 shows simple results of occlusion boundary label-
ing where the boundary pixels are accurately classified in the
presence of complex structure. An additional benefit from the
occlusion boundary labeling is that the ghost artifact common
in depth-image based view synthesis, remaining foreground
pixels on the background boundary due to depth inaccuracy,
can be effectively removed by eroding the background bound-
ary while preserving the foreground boundary.

3. FOREGROUND AND BACKGROUND
SEGMENTATION

After labeling occlusion boundaries, the probability of the
pixel that belongs to either the foreground or background re-
gion can be obtained from the depth distribution of pixels that
belongs the foreground or background boundary. Given depth
value of pixel p, we find the probability density function of
each label using kernel density estimation as follows.

fF (p) =
1

nFh

nF∑
pi∈∂ΩF

K

(
DW (p)−DW (pi)

h

)

fB(p) =
1

nBh

nB∑
pi∈∂ΩB

K

(
DW (p)−DW (pi)

h

) (2)

where nF and nB denote the numbers of pixels belong to
∂ΩF and ∂ΩB respectively. K denotes a kernel function with
a kernel width parameter h.

Using the probability of each label, we can build a Markov
random field model under the assumption that the pixel be-
longs to either one of the two labels with the corresponding
probabilities and the labels of adjacent pixels are prone to be
same. Let Φ be the non-disoccluded region in DW . Φ is to be
separated into ΦF and ΦB , the foreground and background
region respectively. The energy function is defined as

E(l) = Ed(l) + Es(l)

=
∑
p∈Φ

Up(lp) + λ
∑

{p,q}∈N

Vp,q(lp, lq) (3)

where lp ∈ {ΦF ,ΦB} is the label of the pixel p in Φ and N
represents the neighborhood system. The data cost Up(lp) is
computed from Eq. (2) and the smoothness cost Vp,q(lp, lq)
is computed from the label difference between neighborhood
pixels. These costs are represented as follows:

Up(lp) =

{
1− fF (p)

fF (p)+fB(p) if lp = ΦF

1− fB(p)
fF (p)+fB(p) if lp = ΦB

(4)

V (lp, lq) =

{
0 if lp = lq
1 if lp 6= lq

(5)

The above MRF energy can be minimized via graph cuts
[10]. For accuracy as well as efficiency, instead of using
the whole image, Φ can be redefined as the bounded region

that encompasses a single disoccluded region with a mar-
gin, which covers the search range used in exemplar-based
inpainting. This tweak makes sense in that separated two dis-
occluded regions might produce different region labels for the
same region.

Fig. 4 demonstrates the proposed bi-layer segmentation
results where clear distinction between the foreground and
background region are accomplished in both the depth map
and color image.

(a) (b) (c)

Fig. 4. Foreground and background segmentation. (a) Warped
color image (b) Warped depth map. (c) Segmented regions
(blue = foreground, red = background).

4. EXEMPLAR-BASED OCCLUSION INPAINTING

Once the background region, the source region, is separated,
the filling process in exemplar-inpainting method [3] is per-
formed from the background boundary by finding best-match
patches in the background region ΦB . We adopt their patch
priority computation for deciding the filling order around the
occlusion boundary as described in Eq. (6). The difference
compared with the original method is that the initial prior-
ity in the proposed method is set to high for the background
boundary and zero for the foreground boundary to start from
the background boundary. The modified priority equation is
given as

P (p) = C(p)H(p) (6)

C(p) =
Σq∈ΨBp

⋂
ΦB
C(q)

|ΨBp
|

, H(p) =
|∇I⊥p · np|

α

where p denotes the patch center and C(p) denotes the confi-
dence term and H(p) denotes the data term. Refer to [3] for
details. For the initialization, the confidence term C(p) is set
to C(p) = 0 ∀p ∈ Ω

⋃
ΦF and C(p) = 1 ∀p ∈ ΦB . Ψp is set

to Ψp = 0 ∀p ∈ ΦF not to include the foreground region.
We use weighted sum of squared difference with the

weight function w(p) = k|∇I| to find patches that provide
better similarity along edge continuation. Poisson image
editing technique [11] is then used to alleviate seam artifact
due to patch copying. The filling process ends when no pixel
belongs to Ω.

5. EXPERIMENTAL RESULTS

The proposed method was tested on Middlebury data set [12],
which provides 7 views indexed 0 to 6 and where views 1 and
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Fig. 5. Experimental results. The first row is the results by
[4]. The second row is our results. The third row is the origi-
nal image of view 3

Year Previous method[4] Proposed method
2003 (2 sets) 28.86 29.14
2005 (6 sets) 29.28 30.91

2006 (21 sets) 31.98 33.96

Table 1. Visual quality comparison (Ave. PSNR(dB))

5 have their depth maps as well. We used the color image
and depth map in view 1 to synthesize view 3. The search
range was set to 100 and the patch size was set to 15. The 3x3
Laplacian operator was used to label the occlusion boundary
and the Gaussian kernel with h = 10 was used to estimate the
probability distribution in Eq. (2). The background bound-
ary with 2 pixel distance was removed to prevent the ghost
artifact.

As shown in Fig.5, the proposed method qualitatively out-
performs the existing method, especially in the regions where
complex overlapping of the foreground and background ob-
jects occurs. The visual quality drastically increases because
no foreground texture is introduced into the inpainted regions.
Table 1 shows the comparison with the existing method [4].
To our best knowledge, no other quantitative result was re-
ported on novel view synthesis using the same data set.

The proposed method can be easily extendable to the in-
termediate view synthesis. The occlusion boundary labeling

can be performed referring each depth map and thereafter the
remaining processes can be completed without loss of gener-
ality. The amount of the disoccluded region decreases due to
the projection of other view images.

6. CONCLUSION

The paper emphasizes the selection of the source region in the
exemplar-based inpainting framework for depth-based view
synthesis because the continuity from the background pattern
should prolong from the background region while preserving
the foreground region. We proposed a novel way to segment
the source region using the occlusion boundary label under
the Markov random field framework. As demonstrated in the
several experimental results, the proposed bi-layer inpainting
method produces more plausible results. Further work will in-
clude more sophisticated strategies for handling the occlusion
boundary label to prevent cardboard effect and multi-layer in-
painting where a bi-layer cannot represent complicated struc-
ture due to the overlapping by multiple foreground and back-
ground regions.
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