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ABSTRACT

The paper presents an efficient and reliable approach to auto-

matic people segmentation, tracking and counting, designed

for a system with an overhead mounted (zenithal) camera.

Upon the initial block-wise background subtraction, k-means

clustering is used to enable the segmentation of single per-

sons in the scene. The number of people in the scene is es-

timated as the maximal number of clusters with acceptable

inter-cluster separation. Tracking of segmented people is ad-

dressed as a problem of dynamic cluster assignment between

two consecutive frames and it is solved in a greedy fashion.

Systems for people counting are applied to people surveil-

lance and management and lately within the ambient intelli-

gence solutions. Experimental results suggest that the pro-

posed method is able to achieve very good results in terms of

counting accuracy and execution speed.

Index Terms— People counting, People segmentation,

Background subtraction, People tracking.

1. INTRODUCTION

Efficient and reliable automatic people detection, tracking and

counting is of interest in a number of commercial applica-

tions. People surveillance at certain public places such as un-

derground stations, football pitches, and public buildings rely

on such systems with important implications to human safety.

In addition to improving security, information obtained from

such systems can be used to identify hourly traffic patterns,

optimize labor scheduling, monitor the effectiveness of pro-

motional events, etc.

Apart from image sensors, contact and other sensor tech-

nologies are used for people counting [1]. Systems using

contact-type counters, such as turnstiles, count people only

one at a time and can obstruct the passage way and cause

congestion if there is a high-density traffic. Due to their de-

sign, they are prone to undercounting. Systems using infrared

beams or heat sensors do not block the doorways, but also do

not provide enough accuracy to distinguish people in a group.

Clearly, a more informative type of sensors is needed, and

cameras are certainly a reasonable choice [2] [3].

Foreground segmentation is the first step in many com-

puter vision applications. The segmentation of foreground re-
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gions for human detection is usually obtained by calculating

the pixel-wise differences between the current frame and the

background image, followed by an automatic thresholding [1]

[4] [5]. If the additional accuracy provided by pixel-wise ap-

proaches is not warranted [6] [7], block-wise approaches are

more preferable since they produce more stable segmentation

in the presence of changing light or shadow effects.

Rossi and Bozzoli [8] use gray level features sensitive to

high frequency changes in the scene to detect moving objects.

They use template matching to track the extracted features.

Huang and Chow [6] use more elaborate features describ-

ing the shape of the foreground blobs, which they dub data-

curves. Rather than tracking they simply count the number of

persons in the region of interest. Velipasalar et al. [1] propose

the use of the size of detected blobs to segment single persons

and mean-shift procedure as a way to handle the merging of

blobs. In [9], Beleznai et al. also employ the mean-shift pro-

cedure to develop a general people tracking system.

The overhead position of the camera effectively removes

the object occlusion problem that otherwise has to be handled

in a more general setup [9] [10]. However, the segmentation

results often contain merged blobs pertinent to several people

standing close to one another. In [5], Snidaro et al. devel-

ope a people counting system designed for the ambient intel-

ligence (AmI) applications, that assumes the top-view place-

ment of cameras. An extended set of features is used to de-

scribe bounding boxes pertinent to the detected foreground

blobs, and Kalman and Mean-shift filters track these bound-

ing boxes.

Barandiaran et al. [11] have recently described a real-time

people counting system, that uses a single overhead mounted

camera, and achieves counting accuracy of 95%. Counting is

performed inside the image zone with multiple counting lines

placed over it.

An efficient approach to people segmentation, tracking

and counting is presented in this paper. The method is de-

signed for a zenithal camera system similar to those in [1] [5]

[6] [8]. The presented method is simple, robust and achieves

good results.

The organization of the paper is as follows. Section 2

describes the method for people counting in detail. Experi-

mental validation is presented in Section 3. Conclusions and

some directions for future work can be found in Section 4.
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Fig. 1. Block diagram of the proposed system for people

counting.

2. SYSTEM ARCHITECTURE

The block diagram of the proposed system for people seg-

mentation, tracking and counting is given in Fig. 1. The

system uses a zenithal video camera as a standard setup for

people counting system. This type of camera provides the

best possible view of the scene in terms of people detection

and tracking, as it minimizes the occlusion and the objects

appear relatively constant in size. To ensure lightweight op-

eration, necessary for applications in embedded systems, the

proposed algorithm is block-wise, which significantly reduces

the amount of computation.

The first step of the algorithm is background subtraction,

that is in our setup performed on a block level. It detects

those image blocks that belong to the foreground by compar-

ing image blocks from the current frame with those from the

background image. Background image is obtained through a

recursive filtering

BGt+1
m,n,p(i, j) = (1−α)·BGt

m,n,p(i, j)+α·It
m,n,p(i, j) (1)

Indices (m, n) refer to the block coordinates, p to image

channel (Red, Green, Blue), t denotes the frame number, in-

dices (i, j) refer to pixel coordinates within the block, and α
is the learning rate (typical values are 0.01 − 0.1). Standard

block sizes are 8 × 8, 12 × 12 and 16 × 16.

In the case of illumination changes or shadows, all three

image channels are multiplied by approximately the same

constants within one block. The following model is assumed

for blocks in the background

It
m,n,p(i, j) = βm,n,p · BGt

m,n,p(i, j) + W t
m,n,p(i, j), (2)

where W denotes additive white Gaussian noise (AWGN),

and βm,n,1 ≈ βm,n,2 ≈ βm,n,3.

Multiplicative factors βm,n,p are determined using maxi-

mum likelihood estimation (MLE)

βm,n,p =

∑
i,j It

m,n,p(i, j) · BGt
m,n,p(i, j)∑

i,j (BGt
m,n,p(i, j))2

(3)

Multiplicative factors of blocks that belong to background

have approximately equal values close to 1. The detection of

foreground blocks is based on a divergence measure of mul-

tiplicative factors. In this paper, difference of multiplicative

factor’s maxima and minima is used as divergence measure.

δβm,n = max
p

βm,n,p − min
p

βm,n,p (4)

If the divergence measure is not small or some multiplica-

tive factor deviates significantly from 1, the block is denoted

as foreground.

FGm,n =
{

1, if δβm,n > T1 ∨ |βm,n,p − 1| > T2

0, otherwise
(5)

We found that the following threshold values give satis-

factory results: T1 ∈ [0.1, 0.2] and T2 ∈ [0.3, 0.6].
People segmentation is a difficult problem in image anal-

ysis. In the zenithal camera setup, the problem is somewhat

relaxed. Observed from above, people are seen as concen-

trated shapes that can be extracted using standard clustering

techniques such as k-means. However, k-means algorithm as-

sumes that the number of clusters is known a priori. There-

fore, a value of k is estimated as the maximal number of clus-

ters for which the inter-cluster distance is still above some

minimal allowable inter-cluster distance Dmin. This constant

corresponds to the average person size, that can be established

through experiments. If there are k clusters in the image, with

their centroids Ci, i = 1, 2, ..., k, the minimal inter-cluster

distance is defined as

dk
min = min

1≤i<j≤k
‖Ci − Cj‖ (6)

If there is only one cluster, we formally define d1
min = ∞.

Actual number of clusters k∗ is estimated as the maximal

number of clusters that still has the minimal inter-cluster dis-

tance dk
min higher than Dmin.

k∗ = max{k|dk
min ≥ Dmin ∧ dk+1

min < Dmin} (7)

People tracking is based on a greedy solution to the dy-

namic assignment problem between the clusters in two con-

secutive frames. The aim is to minimize the total Euclidean

squared distance between corresponding clusters. Greedy al-

gorithm finds two clusters that are at the minimum distance.

If they are close enough, the algorithm relates them and tries

to find next cluster assignment for the remaining clusters.

Two auxiliary lines have been entered to demarcate the

counting zone. Only tracks spanning more than a half of the
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(a) (b) (c)

Fig. 2. Demonstrative results of the processing steps for back-

ground subtraction, people segmentation, tracking and count-

ing. (a) Original frame with the results of people tracking and

counting shown on it (red lines denote the borders of counting

zone). (b) Block-wise background subtraction. (c) K-means

people segmentation.

counting zone are regarded as valid. The algorithm checks

the end points of each validated track, and finds the count-

ing zone’s border lines lying closest to them. If these lines

are opposite to one another, the entrance (or exit) counter is

incremented.

Fig. 2 demonstrates the main steps of the algorithm. Left

picture shows the original frame with the results of people

tracking and counting on it. Center picture illustrates the pro-

posed block-wise background subtraction algorithm (block

size is 8 × 8 pixels). Right picture depicts the result of k-

means based people segmentation, where the number of clus-

ters is automatically determined using minimal inter-cluster

distance.

3. EXPERIMENTAL RESULTS AND ANALYSIS

To evaluate the performance of the proposed algorithm, two

indoor color video sequences were generated by zenithal cam-

eras mounted 3m above the ground. The videos were cap-

tured in an office (640× 480 pixels, 1635 frames, fluorescent

light) and in a corridor (320 × 240 pixels, 1500 frames, day-

light). Both sequences contain at most three persons in the

scene at the same time.

We compared the proposed algorithm with recently pub-

lished method for people counting by Barandiaran et al. [11].

The result of this comparison is given in Table 1. Abbrevia-

tions TP , FP and FN designate the numbers of true posi-

tives, false positives and false negatives, respectively. Preci-

sion, recall and F-score are defined as follows

precision =
TP

TP + FP
(8a)

recall =
TP

TP + FN
(8b)

F =
2 · precision · recall

precision + recall
(8c)

Table 1. Comparison of methods for people counting.

Ground

Truth

Barandiaran

et al. [11]

Proposed

method

in+out 11 + 10 11 + 9 10 + 10

TP 21 19 20

FP+FN 0 + 0 1 + 2 0 + 1

precision 1.00 0.95 1.00

recall 1.00 0.90 0.95

F-score 1.00 0.92 0.97

Fig. 3. Statistical analysis of the k-means based segmentation

for non-empty frames of video sequences Office and Corri-
dor. Vertical bars show the number of frames that were cor-

rectly segmented, under-segmented (more persons than clus-

ters), over-segmented (more clusters than persons) and incor-

rectly segmented (the same number of clusters and persons,

but the clusters do not correspond well to single persons). All

numbers are relative to 1,000 frames.

Statistical evaluation of the proposed segmentation proce-

dure is given in Fig. 3. Although simple and straightforward,

the algorithm for people segmentation shows very good per-

formance. The correct segmentation rate of almost 95% of all

non-empty frames significantly contributes to high precision

and recall values of the counting process yielding the F-score

of 0.97.

Fig. 4 shows the results of people segmentation, tracking

and counting and also the comparison of methods for back-

ground subtraction. Fig. 4(a) illustrates the performance of

people tracker, which appropriately assigns the clusters from

previous frame to the clusters in current frame, if the frame

is correctly segmented. Results of the proposed block-wise

background subtraction and k-means based people segmenta-

tion are given in Fig. 4(b). Background subtraction results

according to the Gaussian Mixture Model (GMM) [12] are

given in Fig. 4(c) for comparison. Block-wise background

subtraction is clearly more resilient to shadows.

The proposed algorithm was originally implemented in

MATLAB, and subsequent implementation in C++ demon-

strated real-time performance (12 fps, 3.0 GHz PC). Related

video materials can be found at www.ursusgroup.com.
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Fig. 4. The results of people segmentation, tracking and

counting and the comparison of methods for background sub-

traction. (a) People tracking and counting results for sam-

ple frames from Office and Corridor video sequences. (b)

Proposed block-wise background subtraction and people seg-

mentation. (c) Background subtraction according to the Gaus-

sian Mixture Model (GMM) [12].

4. CONCLUSION

A novel method for people segmentation, tracking and count-

ing in a zenithal camera system is presented in the paper.

The algorithm uses a block-wise background subtraction and

relies solely on the k-means based clustering of foreground

blocks to achieve the segmentation of humans. Greedy solu-

tion to the problem of dynamic cluster assignment between

two consecutive frames is exploited for people tracking. Rep-

resentative video sequences have been used to evaluate the re-

sult. The proposed people counting method is simple, yet ef-

ficient, and achieves real time performance. The performance

of the algorithm could be further improved by using multi-

dimensional dynamic cluster assignment, mean-shift tracking

and simultaneous tracking and segmentation.
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