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ABSTRACT

This paper proposes a multiple description coding scheme based
on a multi-loop structure, which prevents drift distortion accumula-
tion in intra predicted slices. The drift is compensated by generating
a controlled amount of side information used by the decoder when-
ever any description is lost in the corresponding network path. The
experimental results show that intra predicted slices do not suffer
from drift and their quality is significantly improved (e.g., 6-8 dB)
at reduced redundancy cost, (e.g., 0.2-0.25), in comparison with the
open loop implementation. Error propagation in subsequent frames
is also evaluated when one description is lost for a whole frame and
for two rows of macroblocks. In both cases the overall video qual-
ity is significantly improved and considering normal GOP sizes the
redundancy introduced by the proposed scheme is negligible.

Index Terms— Multiple Description Coding, MDSQ, drift dis-
tortion, H.264/AVC

1. INTRODUCTION

Current communication systems such as internet and wireless net-
works, are characterised by using unreliable channels exposed to
high packet loss rates due to either routing delay and congestion
or poor wireless channel conditions. In order to cope with such
error prone channels the multimedia services based on the most re-
cent video coding standard H.264/AVC [1] include different error re-
silience tools and coding techniques to ease error recovery at source
level, e.g., data partition, redundant slices and flexible macroblock
ordering.

A different approach to cope with lossy channels, particularly
those that can provide multiple paths between the sender and the
receiver, is Multiple Description Coding (MDC) where the encoder
produces several independent bitstreams (descriptions) of the same
source video [2]. An interesting feature in MDC is the possibility
of any single description to be independently decoded. If all de-
scriptions are available, then they are jointly decoded yielding high
quality reconstructed video, but if only one description is received,
then this is still decodable though achieving lower quality.

In MDC the main problem is to control the amount of re-
dundancy introduced among descriptions to achieve an overall
good quality, in comparison with the rate-distortion performance
of the traditional single description coding scheme (SDC). The
Redundancy-Rate Distortion (RRD) [3] is an MDC performance
parameter used to measure the amount of redundancy introduced in
MDC compared with SDC at the same quality.
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MDC algorithms can be classified into different categories ac-
cording to the method used for generating the descriptions: MD
scalar quantisation (MDSQ) [4], MD by subsampling the source sig-
nal in different domains (e.g., spatial, temporal, frequency) [5] [6],
MD transform coding using correlating transforms [3], MD of mo-
tion information [7] and partitioning of transform coefficients [8].

In general, MDSQ encoders decode all descriptions to recon-
struct a high quality frame to form predictions. Therefore, when a
description is lost in the network, the predictions reconstructed by
the decoder do not match those originally used by the encoder for
the same coded blocks. This generates a distortion which is accu-
mulated in the decoder reconstruction loop and propagated through-
out all subsequent predicted blocks. This distortion increases with
the number of decoded blocks predicted from previous ones. This
problem is the origin of drift and it happens in both spatial and tem-
poral predictive coding algorithms. In the case of temporal domain,
several multi-loop architectures were proposed to deal with predic-
tion mismatch by sending side information to the decoder, for each
description[9].

In recent work, the advanced video coding tools and features
provided in H.264/AVC to form multiple MD schemes was used. In
[10] a slice group scheme is presented with three motion compensa-
tion loops. The video signal is normally encoded in the central en-
coder and then divided into two descriptions, each one correspond-
ing to one slice group. Each slice group includes redundant infor-
mation from the other one. A similar approach is proposed in [11]
where the temporal and spatial correlations between macroblocks
are exploited to achieve efficient redundancy coding. In [12] the re-
dundant slice feature of H.264/AVC is exploited in order to form
two different descriptions with controlled redundancy and in [13]
an H.264/AVC MDSQ open loop scheme is proposed without drift
control assuming that I frames are received without errors.

Most of the MD coding schemes developed so far, deal with the
temporal prediction problems assuming that intra frames are always
correctly decoded. Since H.264/AVC intra frame coding is highly
predictive, the error accumulation by drift cannot be ignored because
it is also present when decoding such frames. In case of transmis-
sion error or packet loss, the poor quality of an intra frame will be
propagated through all dependent pictures. Therefore it is necessary
to guarantee drift free intra frames in order to avoid distortion prop-
agation throughout the video sequence. This paper proposes a three
loop drift-free MDSQ scheme based on H.264/AVC, which can be
used to increase error robustness of intra frames in multipath com-
munication environments.

The paper is organized as follows. Section 2 describes the
H.264/AVC-based MDSQ architecture. Section 3 describes the drift
effect in intra prediction, section 4 presents the experimental results
of the proposed scheme. Finally, section 5 concludes the paper.
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2. DRIFT-FREE INTRA MDSQ ARCHITECTURE

The proposed H.264/AVC intra drift-free MD video encoding
scheme is based on a three prediction loop architecture as shown
in figure 1. In order to keep the block diagram simple only intra
coding related functions are shown. This MD architecture produces
two distinct independent decodable H.264/AVC bitstreams that can
be combined in order to achieve different output quality levels. For
each of this streams, the encoder also produces side information
for drift compensation. Only the index assignment module of the
MDSQ process is non-normative. The side information can be trans-
mitted as redundant slices and then it can be used by the decoder to
prevent drift.

The drift-free MD encoder of figure 1 is composed by one cen-
tral encoder and two side encoders. The central encoder includes the
MDSQ module that produces two descriptions and the correspond-
ing streams. These two distinct bitstreams are run-length and en-
tropy encoded using CAVLC. All the syntax elements, namely head-
ers and prediction modes are duplicated in both descriptions.

Fig. 1. MDSQ intra encoder with drift compensation.

The two side encoders control the redundant information gen-
erated at the output in order to guarantee a drift free acceptable de-
coded frame. The side information si can be defined as,

si = Qi{T{Fn − Pn,i − r̂i}}, i = 1, 2 (1)

Qi is the quantisation operation with side quantiser QPi that
determines the amount of redundant information, T is the transform
operation. Fn is the current frame and Pn,i are the prediction value
from each respective side encoders. r̂i is defined as

r̂i = T−1{Q−1
0 {A−1

i (ri)}}, i = 1, 2 (2)

which represents the residue available at decoder if only one de-
scription is correctly received. A−1

i represents the inverse index as-
signment operation if only one description exists. In this case it is
necessary to define a reconstruction rule for each side index because
each one corresponds to several possible central indices. In this pa-
per, the main diagonal central value is used as reconstruction rule.

Q−1
0 is the inverse quantisation with the central encoder quantisa-

tion parameter QP0.
At the decoder, if both descriptions are available then an In-

verse Index Assignment is made to restore the central description
index. Then inverse quantisation and inverse transform are applied.
If some description is lost then the side decoder will decode a drift
free frame, though with poorer quality than if both descriptions were

received. The reconstructed frame F̂n,i can be defined as

F̂n,i = Pn,i + r̂i + T−1{Q−1
i {si}}, i = 1, 2 (3)

.
The drift free decoded frames are used to decode the subsequent

central frames whenever both descriptions are correctly decoded.
The decoder architecture is represented in figure 2.

Fig. 2. MD intra decoder.

3. DRIFT ANALYSIS IN INTRA SLICES

As mentioned before, if side information does not exist and any de-
scription is lost, then a decoding mismatch occurs in intra predicted
blocks because the original predictions generated in the central en-
coder loop can no longer be replicated in the decoder reconstruction
loop. This is because the reconstruction rule for a single description
gives coefficient values that are different from the ones computed in
the central encoder. Therefore, different prediction blocks are gener-
ated and consequently drift distortion is accumulated when decoding
intra slices.

Considering coefficient block k, defining r̂0 as the decoded
residue of the central decoder and r̂i, i = 1, 2, the residue result-
ing from MDSQ decoding with only one description without side
information, we can define

ek = (r̂0 − r̂i) + (Pn,0 − P̂n,i), (4)

as the error between the central and side decoders without side in-
formation. Since drift distortion is due to error propagation resulting
from intra prediction mismatch and not because of the error gener-

ated immediately after inverse quantisation, P̂i carries the error ac-
cumulated from previous blocks. One can define a drift measure for
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one macroblock, assuming 4 × 4 block prediction as the following
mean square error expression:

drift =
1

16

∑
j

(Pn,0j − ˆPn,ij)
2

(5)

where Pn,0 and P̂n,i are prediction values of the central and side
decoders respectively.

Figure 3 shows the drift distortion of one frame for central quan-
tiser QP0 = 16. As shown in the figure, the effect of drift is very
obvious since the distortion increases as more macroblocks are de-
coded and then resets after each row of macroblocks. Such reset is
because the first macroblock of each row does not use predictions
from the last macroblocks of previous rows.
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Fig. 3. Macroblock drift distortion for one intra frame-coastguard
sequence.

4. EXPERIMENTAL RESULTS

The proposed MDC scheme is implemented on JM11.0, the refer-
ence software of H.264/AVC. All intra prediction modes are enabled
and the GOP structure is IPPP... without B-frames. The test se-
quences are of CIF resolution and frame rate 30Hz.

Figure 4 shows the PSNR vs redundancy for the coastguard se-
quence using MDSQ with 3 diagonals in the worst case scenario
where one description is lost for the entire frame. Two cases are
compared: a) with and b) without drift compensation. Both cases
use the same central quantiser QP0. Drift compensation is done
by adding the side information generated with QPi, i = 1, 2 which
also determines the amount of side redundancy. The curves were
obtained for different combinations of QP0 and QPi, i = 1, 2 and it
was assumed that QP1 = QP2. The PSNR-redundancy pairs were
computed for QP0 =10,16 and 20 and for each of these, the range
of quantisation parameters QP1, QP2 shown in the figure was used.
The redundancy generated depends on the quantisation parameters
and the number of diagonals of the index assignment matrix. The
isolated points shown in figure 4 correspond to the values of redun-
dancy and PSNR obtained without side information for QP0 =10,16
and 20. These results show that open loop decoding quality is greatly
affected by drift distortion.

From the figure one can realise that, by adding side information
at the expense of a small increase in redundancy, the decoded picture
quality is significantly improved. For example, for QP0 = 10, the
redundancy increase is about 0.2 and the decoded quality has almost
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Fig. 4. Effect of side information: PSNR vs redundancy.

6dB gain. For higher QP0 = 16 and redundancy of 0.25 more than
8dB gain is obtained. These redundancy values are in line with other
recent results for drift control in temporal dependency [10], [11].
Note that this amount of redundancy only refers to one intra frame
which, in general occurs every 15 or more frames, depending on the
GOP size. Taking into account that all subsequent frames are de-
pendent on the initial I frame of a GOP, the whole sequence benefits
from drift compensation in the I frame.

Table 1 shows the redundancy introduced by an intra frame in
the whole GOP for different GOP sizes. I frame and subsequent P
frames are encoded with the same QP0 and intra side information
redundancy is set varying QP1 and QP2. The results show that little
redundancy is added to the GOP. For instance, for 0.53 obtained with
QP0 = 16 and QP1 = 38 of intra redundancy only 0.082 of overall
redundancy is added in a GOP size of 10 frames and 0.029 in a GOP
of 30 frames. Therefore, the overall redundancy introduced by the
proposed MDSQ scheme is negligible for normal GOP sizes.

GOP redundancy
I frame redundancy GOP=10 GOP=15 GOP=30

0.44 0.058 0.039 0.020

0.53 0.082 0.054 0.029

0.63 0.110 0.076 0.033

Table 1. Redundancy in the whole GOP for I frame redundancies of
0.44,0.53 and 0.63.

The effect of drift compensation in an intra frame is shown in
figure 5 where the PSNR of each macroblock is compared for both
cases, i.e., a) with and b) without drift compensation using QP0 =
16 and QP1 = 38 for case a) and QP0 = 16 for case b). The fig-
ure clearly shows that drift compensation produces much smoother
PSNR along the frame than in the case where such compensation is
not done. In the case of no drift compensation, the lowest PSNR is
below 15dB, which is definitely not acceptable.

The other performance aspect evaluated for the proposed scheme
was the influence of drift compensation in decoding a whole GOP
as shown in figures 6 and 7, assuming that P frames were decoded
without errors. As we can seen in the figure 6, the gain in quality
is about 8dB. Figure 7 shows the PSNR considering that only the
second and sixth macroblock rows are lost. Again, it can be seen
that even with such a small loss the quality gain is still significant,
about 7dB.
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Fig. 5. Macroblock PSNR comparison: a) with drift compensation;
b) without drift compensation.

0 5 10 15 20 25
18

20

22

24

26

28

30

32

34

Frame Number

P
S

N
R

(d
B

)

MDSQ with 3 Diagonals − Coastguard

a) QP0=16,QP1=38
b) QP0=16

Fig. 6. One description is lost for one intra frame: a) with drift
compensation; b) without drift compensation.

5. CONCLUSIONS

In this paper a drift-free H.264/AVC MD scheme for intra slices was
presented. Two independent decodable descriptions are produced
using MDSQ and side information to compensate the drift distor-
tion. Experimental results show that the proposed MDC scheme can
improve the quality of intra slices about 8dB at the expense of an
acceptable redundancy increase. Drift compensation in intra slices
is also shown to provide significant quality gains (e.g. 7-8dB) in the
whole sequence. Therefore, the proposed scheme might be useful in
MDSQ video encoding.
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