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ABSTRACT

This paper presents a new efficient Spread Spectrum (SS) based wa-
termarking technique for multidimensional signals. In this method,
the Karhunen Loeve Transform (KLT) is used to completely decor-
relate the components of the cover signal and obtain the maximum
energy compaction. In order to improve the robustness, the same
secret message is embedded into all components and linear fusion is
used to exploit the collaboration among the local correlation detec-
tors. Based on a theoretic analysis, the condition for perfect recon-
struction of the KLT without the original signal is established. The
performance of the proposed scheme is considered for both average
and optimal detector and a closed-form expression of the optimal
weighting coefficients to minimize the error probability is then de-
rived. Experimental results are provided in the context of color im-
age watermarking, with and without additive Gaussian noise attack.

Index Terms— watermarking, SS, KLT, multidimensional sig-
nal, optimization

1. INTRODUCTION

Watermarking is one of the modern data hiding technologies. It
inserts information into multimedia without perceptiveness, which
means only a small change in the original data. Many requirements
for designing a watermarking system are imposed depending on ap-
plications and purposes of the watermarking. However, in real-world
efficient watermarking systems, there are some common criteria in-
cluding imperceptibility, robustness, payload, security, complexity
and watermark recovery with or without the original data [1, 2, 3].

The first publications on watermarking were in the early 1990s
by Tanaka (1990), Caroni and Tirkel (1993). Since 1995, digital wa-
termarking has rapidly developed and has been applied in several
fields such as copyright protection, fingerprinting, copy protection,
broadcast monitoring, data authentication, data hiding, indexing, etc.
Cox et al. [4] were among the first to exploit spread spectrum com-
munication theory to develop watermarking algorithms. The basic
idea of this approach is to add a zero-mean sequence with only two
values to the host image. This sequence is generated from a PRN
generator with a certain key. The watermark is extracted by using a
correlation detector with the same key. Due to spreading the water-
mark over the whole image, this method yields invisibility as well
as robustness. In addition, by using a key for the embedding and
detecting process, it is also very secure. Other authors also used the
spread spectrum concept but in different manners without the origi-
nal signal in the recovery process. In general, this technique is com-
putationally efficient. Such detectors are suitable to applications in
copyright protection and copy control [5]. However, in this method,
the original signal itself is a source of interference, so embedding the
watermark into the high energy components of the cover signal can
cause some errors [6].

Although various watermarking techniques have been re-
searched widely, extension to multidimensional signals such as
color images, hyperspectral images, etc. presents many opportuni-
ties. In most cases, this extension is carried out by embedding the
watermark directly into one specified component of the cover signal
such as the blue channel of RGB color space [7], the luminance
component of YUV color space [8] or by processing each com-
ponent separately [9] without examining the correlation between
components. Piva et al. [10] exploited the cross-correlation of RGB-
channels by designing a global correlation-based detector that takes
into account the information carried out by all the three color chan-
nels, thus the performance of the system is improved. However, this
technique is only examined for the average combination in the global
detector and very difficult to derive a optimum detection strategy. In
addition, it requires the host signal in the detecting process. Unlike
the work by Piva et al., Barni et al. [11] exploited the complete
decorrelation property of KLT to embed the watermark across all
KL-transformed bands. By dealing with uncorrelated components,
the optimum detector algorithm based on Bayes statistical decision
theory can be derived. Unfortunately, one disadvantage of the KLT
is that it depends on host signal statistics. Therefore, the results in
[11] is only valid under assumption that the difference between the
covariance matrix of the watermarked image and that of the original
image is not too much.

In our paper, a new robust blind SS based multidimensional sig-
nal watermarking system is presented. Unlike the average combina-
tion in the global detector in [10], we use an adaptive linear weight-
ing vector to improve robustness. It is obvious that if a component
generates a high correlation detector that may lead to correct detec-
tion on its own, it should be assigned a larger weighting coefficient.
On the contrary, for those components that have low correlation de-
tectors, their weights are decreased in order to reduce their negative
contribution to the decision fusion. Consequently, the performance
of the proposed watermarking system is improved in general. In or-
der to derive the closed-form expressions for the optimal weighting
factors and error probability, the KLT is used to decorrelate com-
pletely components of the cover signal. However, unlike some hy-
potheses in [11], the watermark in this case is selected so that perfect
reconstruction of KLT is obtained without the original signal under
no attack or uncorrelated attacks. In addition, issue of selecting the
watermark strength with respect to the energy of each component of
the cover signal is also addressed.

The rest of this paper is organized as follows. In Section 2, first,
the proposed embedding and detecting schemes are explained and
formulated. Second, the condition for perfect reconstruction of the
KLT without the original signal is established. Based on theoret-
ical analysis, the closed-form expressions for the error probability
are then given for both average and optimal weighting factors. Ex-
perimental results are presented in Section 3 to demonstrate the pre-
eminence of the optimal linear correlation-based detector compared
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to approaches using only one detector corresponding to the principal
component of the color images. Section 4 summarizes and concludes
the paper.

2. PROBLEM STATEMENT AND SOLUTION

2.1. Analysis of embedding and detection process

We consider the embedding process of the general spread spectrum
based watermarking system for multidimensional signals as shown
in Fig. 1.

Fig. 1. Embedding process.

Let X = [X1, X2, · · · , Xm]T be the vector containing m com-
ponents corresponding to the number of dimensions of the cover sig-
nal. Firstly, this cover signal is completely decorrelated using KLT
as

X̃ =

⎡
⎢⎢⎣

X̃1

X̃2

· · ·
X̃m

⎤
⎥⎥⎦ = ΦX

T X =

⎡
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φT
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φT
X2

· · ·
φT
Xm

⎤
⎥⎦X (1)

where φXk is the eigenvector corresponding to the kth eigenvalue
λXk of the covariance matrix ΣX of the signal vector X, i.e.,

ΣXφXk = λXkφXk (k = 1, · · · , m) (2)

Next, a secret key K is used by a PRN to produce the orthogo-
nal sequences U = [U1, U2, · · · , Um]T with zero-mean and whose
elements are equal to +1 or −1. Each sequence Ui is then added to
each component of eigen-signal X̃i obtained after KLT according to
the variable b and the strength factor αi, where b assumes the values
of +1 or −1 according to the bit transmitted by the watermarking
process as shown below

S̃i = X̃i + bWi = X̃i + bαiUi. (3)

Finally, the inverse KLT is used to obtain the watermarked signal

S = ΦXS̃ =

m∑
i=1

S̃iφi.

The distortion D in the embedded signal is defined by

D = ‖S−X‖ =
1

m

m∑
i=1

α2
i . (4)

where

‖x‖ � 〈x, x〉, and 〈x, u〉 � 1

N

N−1∑
i=0

xiui (5)

with N is the length of the vectors x, u.
To derive the closed-form expressions for the optimal weighting

factors and the error probability, the channel is modeled as additive
noise:

Y = S + N. (6)

and each component of the eigen-signal X̃ and the noise N is as-
sumed to be independent identically distributed Gaussian random
processes, i.e,

X̃i ∼ N (0, σ2

X̃i
) and Ñi ∼ N (0, σ2

N ) (7)

On the detection side, the KLT is used again for the received
signal Y and each component of the eigen-signal Ỹ = ΦY

T Y is
brought to each local correlation detector as shown in Fig. 2.

ri = 〈Ỹi, Ui〉 = αib + 〈X̃i, Ui〉+ 〈Ñi, Ui〉 (8)

Fig. 2. Detecting process.

It is easily seen that the correlation detector with respect to each
component is also Gaussian process, i.e. ri ∼ N (ri, σ

2
ri

) where

ri = bαi = {−1, 1}αi, and σ2
ri

=
σ2

X̃i

+ σ2
N

N
=

σ2

Ỹi

− α2
i

N
(9)

Next, a global test statistic is calculated linearly as

rc =

m∑
i=1

ωiri. (10)

where {ωi ≥ 0} are the weighting coefficients used to control the
global correlation detector.

Since ri are normal random variables, their linear combination
is also normal. Consequently, rc has mean and variance

rc = E[rc] =

m∑
i=1

bαiωi. (11)

σ2
rc

= E[(rc − rc)
2] =

m∑
i=1

σ2
ri

ω2
i . (12)
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The extracting bit is determined by the sign of the global corre-
lation detector

b̂ = sign(rc). (13)

The error probability of the proposed watermarking system then
can be evaluated as a function of signal to noise ratio (SNR):

p =
1

2
erfc

(
SNR√

2

)
. (14)

where

SNR =
rc

σrc

=

∑m

i=1
αiωi√∑m

i=1
σ2

riω
2
i

. (15)

2.2. Perfect reconstruction for the KLT

It is noted that, for the watermark embedding, the KLT is based on
the original signal, while, for watermark detecting, it is reconstructed
from the watermarked signal. Therefore, it is important to design
the watermark so that it has no effect on the KLT in the case of the
absence of attack. The condition for the perfect reconstruction is
given by:

ΦY = ΦS = ΦX. (16)

We will prove that by designing W orthogonal and independent
with X as we proposed, the equation (16) is satisfied.

From equation (3), we have

S = X + bΦXW. (17)

Notice that X and W are independent, so we have

ΣS = ΣX + ΦXΣWΦX
T . (18)

Furthermore, since ΣX is symmetric, ΦX is orthogonal matrix,
i.e. ΦX

T = ΦX
−1. So we have

ΦX
T ΣSΦX = ΦX

T ΣXΦX + ΣW = DX + ΣW. (19)

where DX is the diagonal matrix corresponding to the eigenvalues
λXk, (k = 1, · · · , m).

Obviously, the condition ΦS = ΦX in equation (16) is satis-
fied if and only if ΣW is diagonal, i.e. W is orthogonal. Thus, the
watermark has no impact on the reconstruction KLT from the water-
marked signal without attack. In general, perfect reconstruction is
rarely obtained in the case of the presence of attacks except for the
additive Gaussian noise. From (6) and (7) we have above:

ΦX
T ΣYΦX = ΦX

T ΣSΦX+ΦX
T ΣNΦX = DX+ΣW+ΣN.

(20)
It is clear that the right side of (20) is diagonal, so the condition
ΦY = ΦX in the equation (16) is satisfied.

2.3. Average weighting vector

Based on the condition of perfect reconstruction, we consider the
detector with the equal weighting coefficients. From (14), the error
probability of the average detector is given by

pave =
1

2
erfc

( ∑m

i=1
αi√

2
√∑m

i=1
σ2

ri

)
. (21)

With the given distortion D, the error probability of the average
detector is minimized if and only if the watermark strength for each
component is equal, i.e. αi = αj =

√
D and

pmin
ave =

1

2
erfc

(
m
√

D√
2
√∑m

i=1
σ2

ri

)
. (22)

It is clear that, when m increases, the performance of the average
detector in (22) is much better than that of each local detector.

2.4. Optimal weighting vector

Instead of using the average detector as discussed above, the weight-
ing vector ω = [ω1, ω2, ..., ωM ]T is now chosen to minimize the
error probability by setting the derivative of p in (14) to zero:

ωiopt

ωjopt

=
αi

αj

σ2
rj

σ2
ri

. (23)

Substituting (23) into (14) we obtain

popt =
1

2
erfc

(
1√
2

√√√√ m∑
i=1

α2
i

σ2
ri

)
. (24)

3. EXPERIMENTAL RESULTS

Firstly, we investigate the performance of both detectors in some
special cases of the watermark strength. Fig. 3 shows the com-
parison of error probability for average and optimal detectors with
uniform and proportional watermark strength. In the latter case, the
watermark strength is selected so that the error probability of each
component is equal, i.e. αi/αj = σri/σrj . The distortion is fixed
for both cases. From Fig. 3, it can be seen that the error probability
of the optimal detector is always less than that of the average de-
tector. It is also noted that the performance of the optimal detector
with the proportional watermark strength is the same as that of the
average detector with the uniform watermark strength. Therefore,
uniform watermark strength is the effective solution for both aver-
age and optimal detectors when the degradation of the watermarked
signal is only measured by the MSE metric.

Based on the above results, we demonstrate watermarking for
color images. First, the pixels at the same position of the original
RGB bands are transformed into a vector of size 3 × 1 and consid-
ered as one observation of the signal vector X. Second, the KLT
is calculated and applied to this signal vector to obtain three eigen-
images. The watermark with the suitable watermark strength then is
embedded separately into these eigen-images according to the trans-
mitted bit and transformed inversely into spatial domain to obtain
the watermarked image. In order to measure the quality of the wa-
termarked image, the peak signal to noise ratio (PSNR) is used as a
quantitative index. This index is defined by:

PSNR = 10 log10

2552

D
. (25)

where D is the distortion between the watermarked image and the
original image as given in (4).

The new KLT-based method using the linear detector has been
compared with techniques embedding the watermark into only one
specified component such as the blue channel [7], luminance com-
ponent [8] or the most principle KL-transformed component. Fig. 4

115



1 2 3 4 5
−10

−9

−8

−7

−6

−5

−4

−3

−2

−1

0

Samples

lo
g1

0(
er

ro
r 

pr
ob

ab
ili

ty
)

 

 

1a
1b
2a
2b

Fig. 3. Comparison of error probability of the average (a) and op-
timal (b) detectors with respect to different selections of the water-
mark strengths. (1) αi = αj . (2) αi/αj = σri/σrj .

shows the performance of detector SNR versus the quality of water-
marked image PSNR without attack and with Gaussian noise. Ob-
viously, the better the quality of the watermarked image, the worse
the performance of the system becomes. From Fig. 4, it can be con-
cluded that our proposed scheme outperforms the method using only
a single detector both cases under no attack and with Gaussian noise.
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Fig. 4. SNR versus PSNR.

Finally, we examine the effect of block size to the performance
of the system. Fig. 5 shows that the larger the block size, the more
improvement there is in the error probability of our proposed scheme
compared to methods embedding the watermark into specified com-
ponents of the cover signal both in the absence and presence of at-
tack. However, the larger the block size is, the less bits can be em-
bedded.

4. CONCLUSIONS

In this paper, we have proposed a novel approach for multidimen-
sional signal watermarking. By using KLT and an optimal linear
combination of the correlation detectors, the performance of the pro-
posed system is improved significantly, especially in the case of the
uniform watermark strength. In addition, this method does not re-
quire the original signal in the detecting process while perfect recon-
struction is still satisfied. Furthermore, the implementation of color
image watermarking based on this technique is also investigated.
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Fig. 5. SNR as a function of block size. Solid lines correspond to
the case of absence of attack and dashed lines correspond to the case
of Gaussian noise.
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