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ABSTRACT
Color image retrieval is becoming more and more important,
and so is the quest for automated and reliable retrieval sys-
tems. In this paper we present and illustrate a new color im-
age retrieval system, of which the novelty lies in the use of
a fuzzy partition of the HSI color space and fuzzy similar-
ity measures. The system has the advantage that the images
don’t have to be characterized in advance using several fea-
tures, and it is quite flexible since the database images are not
required to have the same dimensions.

Index Terms— color image, image retrieval, similarity
measure

1. INTRODUCTION

The increasing availability of images and the corresponding
growth of image databases, and users, make it a challenge to
create automated and reliable image retrieval systems. A very
extensive overview of content-based image retrieval systems
up to 2000 can be found in [15]; some more recent papers
include [2, 3, 9, 10, 11, 12, 17]. We consider the situation in
which a reference image is available, and that similar images
from a database have to be retrieved. A main drawback of
a lot of existing systems is that the images are characterized
by textual descriptors (describing features like color, texture,
morphological properties, and so on), which usually have to
be made by a person [4, 5, 7, 16]. In other words, the retrieval
is not fully automated. In this paper we will present an image
retrieval system that does succeed in extracting images from a
database of images without relapsing into the characterization
of images by assigning some fundamental properties. This is
realized by partitioning the HSI color space into dominant
color bins and by using a specific fuzzy similarity measure.
The results show that this approach can contribute to the de-
sign of performant automated image retrieval systems.
This paper is organized as follows. After some basic no-

tions in Section 2, we discuss the fuzzy partitioned HSI color
space and explain how the similarity between two images in
an image database is calculated. In Section 4, our approach

is illustrated with two experiments. Finally, Section 5 sum-
marizes our conclusions and some remarks regarding future
research.

2. BASIC NOTIONS

2.1. Fuzzy sets, fuzzy numbers and similarity measures

A fuzzy set A [19] in a universe X is characterized by a X

– [0, 1] mapping χA, which associates with every element x
in X a degree of membership χA(x) of x in the fuzzy set A.
In the following, we will denote the degree of membership by
A(x) and the class of all fuzzy sets in X as F(X). The set
of all elements that have a non-zero membership degree in a
fuzzy set A is called the support of A, i.e., s(A) = {x|x ∈
X and A(x) > 0}.
A trapezoidal fuzzy number A [8] is a fuzzy set with a

trapezoidal-shaped membership function. This trapezoidal
membership function usually depends on four scalar parame-
ters a, b, c, and d, as given by:

A(x; a, b, c, d) =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

0 if x ≤ a,
x−a
b−a

if a < x < b,

1 if b ≤ x ≤ c
d−x
d−c

if c < x < d

0 if d ≤ x

In the literature a lot of measures can be found to express
the similarity or equality between two fuzzy sets [20]. There
is no unique definition, but the most frequently used one is
the following: a similarity measure is a fuzzy binary relation
in F(X), with X the universe of grid points of the image,
i.e., a mapping S : F(X) × F(X) → [0, 1] satisfying the
following properties: reflexivity (∀A : S(A,A) = 1), sym-
metry (∀A,B : S(A,B) = S(B,A)), and min-transitivity
(∀A,B,C : S(A,C) ≥ min(S(A,B), S(B,C))).

2.2. HSI color space

The RGB color space (Red, Green, Blue) is widely used to
represent colors, e.g. on computer screens. However, for
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color image retrieval purposes it is more convenient to use
a color model that characterizes color with one dimension in-
stead of three. Therefore, we prefer the HSI color space.
The HSI color space (Hue, Saturation and Intensity) at-

tempts to produce an intuitive representation of color [14, 13].
Hue is the color as described by wavelength, for instance the
distinction between red and yellow. Saturation is the amount
of the color that is present. The saturation describes how
much a certain color differs from white light, for instance the
distinction between red (high saturation) and pink (low satu-
ration). The intensity is the amount of light, for instance the
distinction between dark red and light red or between dark
grey and light grey. To produce a color we can simply adjust
the hue; to change the amount of white light we adjust the
saturation, and to make the color darker or lighter we alter the
intensity.
The HSI color space can be modelled with cylindrical co-

ordinates. The hue is represented as the angle, varying from
0◦ to 360◦. Saturation corresponds to the radius, varying from
0 to 1 (or from 0 to 255). The intensity varies along the z-axis
with 0 being black and 1 (or 255) being white.

3. A NEW IMAGE RETRIEVAL SYSTEM

Suppose that our image database contains n digital color im-
ages, and that we have a source image A0. In order to obtain
the most similar image w.r.t. A0 from the database, we cal-
culate the similarity between the source image A0 and every
database image Aj . The images are then ranked with respect
to decreasing similarity, and only the most similar images
(e.g. the first 10) are retrieved from the database. So in this
case, the calculation of the similarity between two color im-
ages is the key to a successful image retrieval system. There-
fore, we introduce the fuzzy HSI color space.

3.1. Fuzzy partition of the HSI color space

As discussed before, since the image retrieval efficiency is
highly dependent on the colors present in the images, we pre-
fer a space that allows us to characterize a color with only one
dimension. Therefore, the HSI color space is very suitable,
since the hue component is enough to recognize the color, ex-
cept when the color is very pale or very somber. In order to
perform an extraction based on dominant colors, we limit our-
selves to 8 fundamental colors, that are modelled with trape-
zoidal fuzzy numbers [3]. In that way we obtain a fuzzy par-
tition in the sense of Ruspini [6] of the hue component (see
Figure 3.1).
In those cases where there is nearly no color present in

the image we will use the intensity component to identify the
dominant “color”. Also for this component we use a fuzzy
partition to model the intensity component (see Figure 3.2).
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Fig. 3.1: Fuzzy partition of the hue component.
Dark VeryLowI LowI MediumLowI MediumHighI HighI VeryHighI Bright

27.5 32.5 60 65 92.5 97.5 125 130 157.5 162.5 190 195 222.5 227.5 255
0

1

Fig. 3.2: Fuzzy partition of the intensity component.

3.2. Image retrieval using fuzzy similarity measures

3.2.1. Similarity w.r.t. hue

First, we calculate the membership degrees of all the pixels in
every image with respect to the fundamental colors modelled
by the trapezoidal fuzzy numbers (see Figure 3.1). In that way
we obtain 8 new “images”.
Secondly, we consider the histogram of each of these 8

images, and normalize these histograms by dividing all the
values by the maximum value of each of the histograms. In
that way we obtain for each image 8 fuzzy sets, representing
the frequency distribution of the membership degrees with re-
spect to the 8 fundamental colors. For an image Aj and a
color c, these histograms will be denoted as hc

Aj
.

To calculate the similarity S(hc
A0

, hc
Aj

) between two his-
tograms hc

A0
and hc

Aj
, we use the common fuzzy similarity

measure that turned out to be useful for histogram compari-
son (see [18] for an extensive discussion):

S(hc
A0

, hc
Aj

) =
|hc

A0
∩ hc

Aj
|

|hc
A0

∪ hc
Aj

|
=

∑
x∈sc

min(hc
A0

(x), hc
Aj

(x))

∑
x∈sc

max(hc
A0

(x), hc
Aj

(x))
,

where sc is the support of the fuzzy number representing the
color c. This value can be considered as the degree of simi-
larity between A0 and Aj w.r.t. the color c.
Finally, the similarities between A0 and Aj with respect

to the 8 fundamental colors are merged into one single overall
similarity value Sh(A0, Aj) for the hue component, using the
standard average as aggregation operator:

Sh(A0, Aj) =

∑
c

S(hc
A0

, hc
Aj

)

8
.
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In those cases where both histograms hc
A0
and hc

Aj
only con-

tain values equal to zero, the value S(hc
A0

, hc
Aj

) will not be
taken into account to calculate the average (this means that
this color is not present in both images, thus a comparison
with respect to this color is not relevant).

3.2.2. Similarity w.r.t. intensity

It is necessary to consider the intensity component because in
extreme cases, where there is hardly no color present in the
images, black and white will be considered as highly similar.
This is of course not satisfactory, and the intensity compo-
nent will make a distinction between black (intensity equals
zero) and white (intensity equals one). As mentioned before,
we will use a similar fuzzy partition to model the intensity
component (see Figure 3.2).
The procedure to calculate the overall similarity is the

same as for the hue component. For an image Aj and an in-
tensity degree d, the histograms will be denoted as hd

Aj
. The

overall similarity value Si(A0, Aj) for the intensity compo-
nent is then given by:

Si(A0, Aj) =

∑
c

S(hd
A0

, hd
Aj

)

8
.

3.2.3. Overall similarity and reducing calculations

The overall similarity between the images A0 and Aj is de-
fined as:

S(A0, Aj) =
Sh(A0, Aj) + Si(A0, Aj)

2
.

Calculating membership degrees of all the pixels with re-
spect to the 8 fundamental colors and 8 degrees of intensity
is a rather time-consuming process. However, since we con-
sider the histogram after the calculation of the membership
degrees, we can first consider the standard histogram, fol-
lowed by calculating the membership degree of every bin in
the histogram with respect to respectively the 8 fundamental
colors and 8 degrees of intensity. The histograms hc

A0
and

hc
Aj
(or hd

A0
and hd

Aj
) are then calculated by multiplying the

membership degrees of every bin by the value of that specific
bin in the standard histogram.

4. EXPERIMENTAL RESULTS

We illustrate the resulting color image retrieval system on a
set of synthetic images and on a set of natural images.

4.1. Flag images

In the first experiment we illustrate our proposed method with
a database that contains 130 different 24-bit color images of
country flags. Since we consider histograms to calculate the

similarity between two color images it is not necessary that all
the images have the same dimension, which is a big advantage
(this is typical for systems that are based on color histograms).
The results using the flag of Taiwan as query image are shown
in Figure 4.1, where the 10 most similar images are displayed
together with the calculated similarity value.

The results show that the nine most similar retrieved im-
ages all contain exact the same colors as the query image,
which is of course desired. This illustrates the color-sensitivity
of the proposed retrieval system.

Query Image

0.93299 0.93006 0.92937

0.92806 0.92759 0.9269

0.91464 0.882 0.73973

0.7291
Fig. 4.1: Retrieval result for the flag experiment.

4.2. Natural images

Flag images typically contain not so much dominant colors,
which makes their retrieval less difficult. In the second exper-
iment we illustrate our proposed method with a database that
contains over 500 natural images (animals, flowers, buildings,
cars, texture images, ...). The results using a flower image as
query image are shown in Figure 4.2, where the 10 most sim-
ilar images are displayed together with the numerical result.

The results are quite good: the three most similar retrieved
images are flowers in the same color as the one in the query
image. The other retrieved images do not contain flowers but
have a very similar layout, i.e., they all show an object with
a natural background. This illustrates that the proposed ap-
proach has potential w.r.t. color image retrieval.
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Query Image

0.6319 0.63162 0.62331

0.50014 0.49588 0.49582

0.4865 0.48566 0.4762

0.4742
Fig. 4.2: Retrieval result for the natural image experiment.

5. CONCLUSION AND FUTUREWORK

We presented a new color image retrieval system based on a
fuzzy partition of the HSI color space. It makes use of a spe-
cific fuzzy similarity measure to calculate the similarity be-
tween histograms, which are determined by the membership
degrees with respect to the fuzzy partitions of the hue and in-
tensity component. To optimize the retrieval process, future
research should focus on the use of more advanced aggre-
gation operators [1] (OWA-operators, uninorms, the Sugeno
integral, the Choquet integral). This can lead to better results,
since the aggregation operators allow to emphasize the impor-
tance of a specific element, or to model correlations between
different elements that have to be aggregated. Also an exten-
sive comparative study, including other color image retrieval
systems, should be made. This will not only lead to a better
view on the existing systems and their performance, but may
also lead to a new system that combines the best features of
the different studied systems.
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