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Abstract— In this paper, we propose a multi-feature ordinal
ranking (MFOR) method for facial age estimation. Different
from most existing facial age estimation approaches where
age estimation is treated as a classification or a regression
problem, we formulate facial age estimation as a group of
ordinal ranking subproblems, and each subproblem derives a
separating hyperplane to divide face instances into two groups:
samples with age larger than k and samples with labels no
larger than k. To better extract complementary information
from different facial features, we construct multiple ordinal
ranking models, each corresponding to a feature set, and
aggregate them into an effective age estimator. Experimental
results on two public face aging datasets are presented to
demonstrate the efficacy of the proposed method.

I. INTRODUCTION

Facial age estimation has been a hot research topic over

the past decade. Age is an important biometric trait, and

estimating it has many practical applications, such as human-

computer interaction, age-specific image retrieval, and age-

oriented visual advertisement. Different from other face

analysis tasks, facial age estimation has several unique

challenges:

• Group specific: People of different genders and ethnic

groups usually have different aging processes.

• Individually specific: Different personal living styles and

health conditions make age estimation more specific to

individuals.

• Insufficient data: There is much difficulty in collecting

sufficient data to cover the whole range of ages.

• Ordinal label: Age labels are numerical ordinal infor-

mation. For example, the age label of 10 years old is

more closely related to that of 11 than 12.

Recently, there have been a number of facial age es-

timation methods proposed in the literature [2], [3], [4],

[7], [8], [9], [22], [17], [20], and some of them have

achieved reasonably good performance. However, most exist-

ing methods only utilize a single set of features to represent

facial appearance and predict age, which may not com-

prehensively encapsulate the discriminative information. For

example, biologically inspired features (BIF) [10] capture

facial saliency, and anthropometric models [13] reflect facial

texture information. Each of such features reflects a particular

point of view on the age estimation problem and does

not comprehensively express the discriminative information

encapsulated in features designed from other views. Active

Appearance Models (AAM) [5] extract both facial shape and

texture information for age estimation. However, these two

features are simply concatenated, and their complementary

information may not be effectively explored.

Recognizing the value and potential performance gain of

combining multiple feature sets, we propose a multi-feature

ordinal ranking (MFOR) method for facial age estimation.

We perform feature extraction from multiple feature spaces

in parallel, and train a binary classifier for each feature

space at each age, where any input instance is classified

as either older than or no older than the anchor age. The

classifiers for each anchor age are then combined to form

a stronger classifier, taking into consideration all available

features. Different from most existing facial age estimation

methods where age estimation is treated as a classification

or a regression problem, we order these boosted anchor age

classifiers to form an ordinal ranking model, so as to better

reflect the ordinal nature of age labels. Experimental results

on the widely used FG-NET and MORPH face databases

are presented to demonstrate the efficacy of the proposed

method.

The rest of this paper is organized as follows. Section

II discusses related work. Section III details our proposed

approach. Section IV provides the experimental results and

Section V concludes the paper.

II. RELATED WORK

Facial Age Estimation: Generally, a facial age estimation

system consists of two parts [2], [3], [4], [7], [8], [9],

[22], [17], [20]: feature representation and age prediction.

For the first stage, discriminative features are extracted to

represent the age information of face samples. Representative

age-related features include anthropometric models [13],

AAM [5], and BIF [10], each of which exploits some age

traits for feature representation. For the second stage, age

estimation can be cast as a multi-class classification [26],

[8], [14] or regression problem [6], [18], [10], [9], [27], [24],

[25]. While these methods have achieved some encouraging

performance, most of them fail to explicitly utilize the

ordinal age information of facial images in the prediction

stage. To address this, several recent works formulated age

prediction as a ranking problem [15], [19], [23], and ordinal

hyperplanes ranker (OHRank) [4] has been the state-of-the-

art method for ranking-based age estimation. Different from

these age estimation methods, we present a multi-feature

ranking model to estimate human ages by jointly learning

multiple ordinal ranking models with multiple features, such
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Fig. 1. Learning procedure of our proposed approach.

that discriminative information from different features can

be effectively combined and boosted for age estimation.

Multi-View Learning: In machine learning literature,

multi-view learning aims to learn a model from multiple

feature representations, such that information observed from

multiple views can be effectively fused for different classifi-

cation or regression tasks, hence our approach is a multi-

view learning approach. There have been many inspiring

multi-view learning works proposed. Xia et al. [21] de-

veloped a multi-view spectral embedding method to find

a low dimensional subspace where the distribution of each

view is continuous and the complementary information of

different views can be exploit; Lu et al. [16] presented a

multi-view neighborhood repulsed metric learning method

to obtain a discriminative distance metric for kinship verifi-

cation. Different from these methods, our method explicitly

learns a multi-view ranking model for age estimation, which

is complementary to existing multi-view learning methods.

Kittler et al. [12] proposed a method for jointly combining

classifiers which utilize different feature sets and concluded

that many existing approaches can be traced to decision

fusion schemes, such as majority voting, max, min, weighted

sum, etc., among which sum rule achieved the best result.

Therefore in our proposed method, we fuse classifier outputs

by using weighted sums scheme.

III. PROPOSED APPROACH

Given a face image, we can extract different feature

sets from different views to represent the age information

of the person. However, it’s still not clear which feature

set is the best representation for age estimation. Hence, it

is natural to explore multiple feature sets simultaneously

to enhance the discriminative power of the input features.

Another motivation is that different feature sets can reflect

different aging effects. For example, facial shape mainly

changes during childhood and adolescence, while skin tex-

ture changes gradually during adulthood. Therefore, it’s ben-

eficial to combine different feature sets together by learning a

set of weighted classifiers to form a stronger classifier for age

estimation. Based on these reasons, we propose our multi-

feature discriminative model for facial age estimation.

For a human observer, it is easier to distinguish the older

one between two people than to estimate their actual ages

from their face images. Inspired by this fact, we deem

estimation as an ordinal ranking problem. Specifically, we

divide the estimation problem into K−1 subproblems, where

K is the number of age labels in the database, and the kth

subproblem is constructed from its anchor age k, by which

we separated the database of the ith feature set into two

subsets, P
(i)
k and N

(i)
k , as follows:

P
(i)
k = {(x(i)

j ,+1)|yj > k}
N

(i)
k = {(x(i)

j ,−1)|yj ≤ k}
s.t. 1 ≤ k ≤ K − 1

(1)

Given the ith feature set X(i) = [x
(i)
1 , . . . , x

(i)
n ] ∈ R

ri×n,

wherein ri is the feature dimension of the ith set, and x
(i)
j

is the jth instance. Let α
(i)
k be the weight for ith set for

the kth ranking problem, we formulate our approach as the

following optimization problem:

min
w

(i)
k ,b

(i)
k ,ξ(i)

N∑
i=1

α
(i)
k

⎛
⎝1

2

〈
w

(i)
k , w

(i)
k

〉
+ C

∑
j

ξ
(i)
j

⎞
⎠

s.t. zk[j](
〈
w

(i)
k , φk(x

(i)
j )

〉
+ b

(i)
k ) ≥ 1− ξ

(i)
j

ξj ≥ 0,
N∑
i=1

α
(i)
k = 1, ∀i, j

(2)

where N is the number of feature sets, φk is a mapping

into high dimensional space, accompanied with a kernel

function as its inner product calculation, and (w
(i)
k , b

(i)
k ) are

the hyperplane parameters for ith feature set to solve the kth

subproblem. zk[j] = 1 if x
(i)
j ∈ P

(i)
k and zk[j] = −1 if

x
(i)
j ∈ N

(i)
k . Fig. 1 illustrates the basic idea of our learning

procedure.

The solution to Eq. (2) is α
(i)
k = 1 corresponding to the

minimal
(

1
2

〈
w

(i)
k , w

(i)
k

〉
+ C

∑
j ξ

(i)
j

)
over different feature

sets, and α
(i)
k = 0 otherwise, which means only the best

feature set would be chosen for classification, hence this

scheme could be considered as max rule [12]. Therefore,

we term this approach as Multi-Feature Max-fusion Ranking

(MFMaxR). Note that MFMaxR is not the same as OHRank,

as the former could utilize different feature sets for different

subproblems, while in the latter case only one feature set is

exploited throughout the problem. To fully utilize multiple

feature sets, we modify α
(i)
k to be

(
α
(i)
k

)p

for Eq. (2), the



new objective function is defined as

min
w

(i)
k ,b

(i)
k ,ξ(i)

N∑
i=1

(
α
(i)
k

)p

⎛
⎝1

2

〈
w

(i)
k , w

(i)
k

〉
+ C

∑
j

ξ
(i)
j

⎞
⎠

s.t. zk[j]
(〈

w
(i)
k , φk(x

(i)
j )

〉
+ b

(i)
k

)
≥ 1− ξ

(i)
j

ξj ≥ 0,
N∑
i=1

α
(i)
k = 1, ∀i, j

(3)

Hence, MFMaxR is a special case of our MFOR approach

when p = 1. Transforming the equation above by using

lagrangians we could obtain

J = min

N∑
i=1

(
α
(i)
k

)p

⎛
⎝1

2

〈
w

(i)
k , w

(i)
k

〉
+ C

∑
j

ξ
(i)
j

⎞
⎠

−
∑
i,j

μij

(
zk[j]

(〈
w

(i)
k , φk(x

(i)
j )

〉
+ b

(i)
k

)
− 1 + ξ

(i)
j

)

− λ

(
N∑
i=1

α
(i)
k − 1

)
−
∑
i,j

τijξ
(i)
j

s.t. μij ≥ 0, τij ≥ 0, ξ
(i)
j ≥ 0

(4)

The problem above is not semidefinite quadratic, we use

alternative optimization to obtain the optimal parameters.

Firstly, we fix α
(i)
k , then J could be minimized as below:

∂J

∂w
(i)
k

=
(
α
(i)
k

)p

w
(i)
k −

∑
j

μijzk[j]φk(x
(i)
j ) = 0;

∂J

∂b
(i)
k

=
∑
j

μijzk[j] = 0;

∂J

∂ξ
(i)
j

=
(
α
(i)
k

)p

C − μij − τij = 0

(5)

Combining Eq. (4) and Eq. (5), we could obtain dual function

max−
N∑
i=1

1

2(α
(i)
k )p

∑
m,n

μimμinzk[m]zk[n]φ
T
k (x

(i)
m )φk(x

(i)
n )

+
∑
i,j

μij

s.t. 0 ≤ μij ≤
(
α
(i)
k

)p

C

(6)

Now the problem is in the form of standard semi-definite

quadratic programming problem, which could be solved by

QP solver robustly. Having obtained μij , w
(i)
k , ξ

(i)
j and b

(i)
k ,

J could be simplified as

J = min
N∑
i=1

(
α
(i)
k

)p

⎛
⎝1

2

〈
w

(i)
k , w

(i)
k

〉
+ C

∑
j

ξ
(i)
j

⎞
⎠

− λ

(
N∑
i=1

α
(i)
k − 1

) (7)

TABLE I

MFOR TRAINING ALGORITHM FOR THE kTH SUBPROBLEM

Input: Training samples with multiple feature sets. P
(i)
k , N

(i)
k .

Parameters: iteration number T , and convergence error ε

Output: Weak classifiers and their weights (w
(i)
k , b

(i)
k ), α

(i)
k .

Step 1 (Initialization):
Let α

(i)
k = 1

N
, for all i = 1, 2, ..., N .

Step 2 (Local Optimization):
For r = 1, 2, ...T, repeat

2.1 Optimize Eq. (6) to update (w
(i)
k , b

(i)
k ) and A

(i)
k .

2.2 Update α
(i)
k through calculating Eq. (9).

2.3 Calculate Jr via Eq. (8).
2.4 If r > 2 and |Jr − Jr−1| < ε, go to Step 3.

Step 3 (Output Results):
Output (w

(i)
k , b

(i)
k ) and α

(i)
k .

let’s denote A
(i)
k = 1

2

〈
w

(i)
k , w

(i)
k

〉
+ C

∑
j ξ

(i)
j , then

J = min

N∑
i=1

(
α
(i)
k

)p

A
(i)
k − λ

(
N∑
i=1

α
(i)
k − 1

)
(8)

J could be optimized as below:

∂J

∂α
(i)
k

= p(α
(i)
k )p−1A

(i)
k − λ = 0 ⇒ α

(i)
k =

(
λ

p ∗A(i)
k

) 1
p−1

(9)

Since
∑N

i=1 α
(i)
k = 1, if p = 2, we have

α
(i)
k =

1

A
(i)
k(∑

j (A
(i)
k )−1

) (10)

Having obtained α
(i)
k , we can update (w

(i)
k , b

(i)
k ) and A

(i)
k

by optimizing Eq. (6). These obtained updated parameters

are then used to solve Eq. (8) to update α
(i)
k in return. The

proposed MFOR training algorithm for the kth subproblem

is summarized in Table I.

We summarize the whole process of our MFOR approach

as follows:

1. For each anchor age k, where 1 ≤ k < K,

a) For each feature set, divide the training data into

two sets: P
(i)
k and N

(i)
k .

b) Use algorithm tabulated in Table I to establish a

weighted classifier k with fk(x) as its decision

function:

fk(x) = sign

(
N∑
i=1

α
(i)
k

(〈
w

(i)
k , φk(x

(i)
j )

〉
+ b

(i)
k

))
(11)

2. Construct an age estimation rule E(x) by collecting

preferences information from all subproblems:

E(x) = 1 +
K−1∑
k=1

1

2
(fk(x) + 1) (12)

Hence, our multi-feature approach is a decision-level fusion

approach and our fusion scheme could be traced to the sum

rule [12].



Fig. 2. Several example facial images of one subject with different age values in the FG-NET database.

Fig. 3. Several example facial images with different age values in the MORPH database.

IV. EXPERIMENTS

A. Data Sets

We have evaluated our proposed MFOR algorithm by

conducting a number of age estimation experiments on

two popular databases: FG-NET [1] and MORPH Album

2 [11]. There are 1002 color or grayscale facial images of

82 identities, covering large ranges in pose, expression and

lighting in FG-NET. And the subjects’ age values range from

0 to 69. In terms of MORPH Album 2, it is a large-scale

database containing 55,608 facial images with two to four

images per person from 16 to 77 years old. To reduce the

influence of group variation, we select 3952 images of males

of Caucasian descent. Before performing feature extraction,

all the input images of both datasets have been converted to

grayscale, aligned at the eye positions as well as normalized

to the same size. Histogram equalization was undertaken to

reduce the impact of illumination. Fig. 2 and 3 show some

examples together with their age labels drawn from these

two databases respectively.

B. Experimental Settings

For FG-NET, we extracted two feature sets from raw facial

images, namely AAM [5] features and bio-inspired features

(BIF) [10]. AAM was selected because it could extract both

shape and appearance features from raw images, and a num-

ber of methods also used AAM for feature extraction. BIF

was selected for feature extraction for its reported high age

estimation accuracy on FG-NET and it could provide com-

plementary information for AAM. The dimension of features

of AAM was set to preserve 95 percent of the variability. For

BIF features, the number of bands was set to be 8 (thus 16

scales in total) with 4 orientations each. Its final dimension

was set to be 100 after PCA dimension reduction. In terms

of the training stage, radial basis function (RBF) kernel was

selected and all its correspondent parameters were sought

via five-fold cross validation. We compared our results with

AGES [8], WAS [14], RUN1 [23], RUN2 [24], OHRank [4]

and Multi-Task Warped Gaussian Process (MTWGP) [27]

by using leave-one-person-out (LOPO), a popular testing

procedure deployed by most existing estimation works on

FG-NET database. We also investigated age-inferring power

of shape model and texture model on FG-NET with respect

to threshold age’s variation. We split AAM features into

two feature sets corresponding to the shape model and the

texture model respectively, each with a dimension of 50. By

inspecting their weights’ variation, we could compare their

age-inferring power for various threshold ages.

FG-NET is a relatively small database, to further validate

the efficacy of our algorithm, we conducted experiments

on MORPH Album 2. For the feature representation stage,

there were three feature sets extracted from MORPH Album

2 database. The first feature set was obtained by PCA

dimension reduction from raw images to a dimension of

100. The second feature set was extracted by LBP histogram

descriptor with dimension set to be 128, and the third one

was BIF features, whose configuration was the same as

the one on FG-NET database. For the training stage, we

randomly split the database into five parts, where four of

them were used for training and the remaining one for

testing. With this configuration, 30 trials were performed. In

the experiment, we first compared our MFOR algorithm with

OHRank on various feature sets. For MFOR, we conducted

it on four multi-feature sets, which were one tri-feature

set (PCA+BIF+LBP), and three bi-feature sets (PCA+BIF,

BIF+LBP and PCA+LBP) respectively. In terms of OHRank,

it was evaluated on these three mono-feature sets separately.

We then compared our MFOR approach with multi-view data

fusion approaches. The first one is a feature-level fusion

approach, which simply concatenated three mono-feature

vectors into an extended feature vector, after which it would

be fed into OHRank classifiers for age estimation. We denote

this method as Multi-Feature Concatenation Ranking method

(MFConR). We also compared our approach with MFMaxR.

C. Results and Analysis

In our experiment, two metrics are used to evaluate the

estimation performance. The first one is the Mean Absolute

Error (MAE) criterion [8], [14], [4], [27], which is defined



TABLE II

MAES OF COMPARED AGE ESTIMATION ALGORITHMS ON THE FG-NET

DATABASE

Method (Feature sets) MAE
MFOR (AAM+BIF) 4.25
OHRank (AAM) 4.60
OHRank (BIF) 4.92
MTWGP (AAM) 5.05
RUN1 (AAM) 5.78
RUN2 (AAM) 5.33
AGES (AAM) 6.82
WAS (AAM) 7.46

TABLE III

MAES OF COMPARED AGE ESTIMATION ALGORITHMS ON THE MORPH

ALBUM 2 DATABASE

Method (Feature sets) MAE
MFOR (PCA+LBP+BIF) 4.20±0.03
MFOR (PCA+BIF) 4.30±0.07
MFOR (LBP+PCA) 4.37±0.10
MFOR (BIF+LBP) 4.50±0.08
MFConR (PCA+LBP+BIF) 4.46±0.05
MFMaxR (PCA+LBP+BIF) 4.59±0.12
OHRank (PCA) 4.82±0.04
OHRank (BIF) 4.95±0.14
OHRank (LBP) 5.53±0.22

as the average value of the absolute errors between the

estimated age labels and the correspondent true age values:

MAE =

Nt∑
j=1

|ŷj − yj |/Nt, (13)

where Nt is the number of testing instances, ŷj and yj are

estimated age label and ground truth age value respectively.

The second measure is cumulative score (CS) proposed by

Geng et al. [8] , defined as

CS = Ne≤L/Nt × 100%, (14)

where Ne≤L is the number of test images with absolute error

e less than L.

Table II and Fig. 4 display the MAE results and CS

curves derived on the FG-NET database respectively, both

of which demonstrate that our MFOR method consistently

outperforms all other mono-feature algorithms.

Table III and Fig. 5 further show supreme efficacy of our

MFOR method, from which we made two observations:

• Multi-feature approaches produce better results than

mono-feature algorithms. MFOR, MFConR and MF-

MaxR have lower MAEs and higher CS than OHRank,

indicating higher estimation accuracy could be achieved

by multi-feature algorithms, which validates our claim

that exploiting multiple feature sets could enhance the

estimation result.

• Our MFOR approach performs better than MFConR and

MFMaxR. Note that MFOR on tri-feature set achieve

the highest estimation accuracy and results of MFOR

on bi-feature sets are even better than MFConR on
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0 1 2 3 4 5 6 7 8 9 10
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Error Level L

C
u

m
u

la
ti

ve
 S

co
re

(%
)

MFOR(PCA+LBP+BIF)
MFConR(PCA+LBP+BIF)
MFMaxR(PCA+LBP+BIF)
OHRank(PCA)
OHRank(BIF)
OHRank(LBP)

Fig. 5. Comparisons of CS curves of different age estimation algorithms
on MORPH Album 2 database.

tri-feature sets. This interesting result indicates that

although MFConR encompassed three feature sets by

concatenation, this simple concatenation might hamper

estimation performance as it ignores distinct statistical

property of each feature. Similarly, although MFMaxR

could choose the classifier with best classification ca-

pacity for each subproblem, it fails to discover comple-

mentary information among different feature sets.

All these results lend a hand to prove that our MFOR ap-

proach could effectively exploit multiple features to improve

the final estimation result.

We have also investigated the age-inferring power of shape

model and texture model on FG-NET. Fig. 6 shows that when

the anchor age is below 10, the shape model has much larger

weights than the texture model, and when the anchor age

is above 25, texture model has consistently larger weights.

This result corresponds to the human aging process. Facial

aging pattern appears as skeleton variations during childhood
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and facial texture change during adulthood. Note that we

only display the result up to 50 years old, since there are

insufficient instances from FG-NET database with age labels

above 50 to render a meaningful result.

V. CONCLUSION AND FUTURE WORK

In this paper, we have proposed a multi-feature ordinal

ranking method for age estimation by learning weighted

classifiers on multiple feature sets. Complementary infor-

mation between different feature sets are explored by as-

signing weights to their correspondent classifiers through

joint learning. Moreover, the age estimation problem is split

into a group of K − 1 subproblems of binary classifica-

tions according to the ordinal property of age labels. Our

experimental results demonstrate that our proposed MFOR

method outperforms state-of-the-art approaches and other

multi-view data fusion approaches. In the future, we are

interested to explore age-inferring power of more feature

sets, and endeavor to extend our work to be a multi-feature

framework for the age estimation problem.
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