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Abstract

Content printed on the paper media is not rewritable,
but its appearances can be controlled by illumination. In
this paper, we propose a new method to represent three-
dimensional (3-D) shape on the print media by the shading
animation using projector-camera feedback. The proposed
method consists of a hue, saturation, and value (HSV) map
and an appearance control technique, and these are key
technologies. The HSV map represents a normal map of the
3-D content, and it is embedded in the printed media by full
color print. While the system is projecting a shading anima-
tion for the 3-D representation, the embedded information
is decoded by modulation estimation using the appearance
control technique.

1. Introduction
The cues that allow us perceive the three-dimensional (3-

D) world are broadly divided into binocular and monocular
cues. In the early 19th century, the Anaglyph [14] that is
the most primitive binocular parallax technique has been
proposed and it remains dominant for 3-D representation
(e.g. 3-D displays that requires LCD shutter glasses). How-
ever, the monocular cues of occlusion, shading, perspective,
and motion parallax can provide a natural 3-D perception.
This paper focuses on the shading cue and proposes a novel
method of 3-D representation by animated shading on paper
media using projector-camera feedback.

Newspapers, books, and the other printed materials are
not rewritable naturally. However, their appearance can be
determined by the relationship between modulation of the
media and an illumination from the environment. Thus,
the appearance can be changed by projection and with pre-
cisely controlled illumination one can change the shading
on the printed 3-D contents. Besides appearance control,
the printed media can be a new media that can give us a 3-D
representation if it can retain 3-D information of the printed
content in full color printing. The concept of our novel 3-D
representation shown in Figure 1, is as follows:

Figure 1. 3-D representation concept using shading animation.

• The 3-D shape is expressed by a normal map and is
embedded in a paper media by full color printing.

• The normal map is reconstructed by color compensa-
tion and conversion of a captured image.

• The normal map is used to obtain a shading image,
giving a reference for the projector-camera feedback.

• The appearance control technique changes the shading
on the 3-D content.

• Shading animation using virtual light source motion
provides a richer 3-D perception.

Shading and motion parallax are monocular cues and do
not require the use of 3-D glass to view. This is an advan-
tage of the proposed method. However, it does not preclude
the use of binocular cues and two methods can complement.

The main contribution of this paper is the creation of a
novel media that combines coded printing and a projector
camera system. Dynamic shading control by precisely cal-
culated illumination written on the paper is a first attempt,
and it allows for a 3-D representation on paper media by
a whole new approach. Another contribution is the devel-
opment of a robust 3-D information embedding technique
to enable illumination variation of the captured image. The
advantage of this embedding is not limited to its robustness;
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it also provides us with an appearance compatible with a
normal picture under unique white illumination.

2. Related Work
In the earliest work on appearance control, Nayar et

al. [13] and Grossberg et al. [12] showed the capability of
the appearance control using illumination projection. In
later work, Fujii et al. [10] applied this irradiation com-
pensation technique in dynamic scenes using a coaxial de-
vice configuration. Irradiation compensation was also im-
plemented with smart calibration [5], and obtaining views
of the human perception were also attempted [4]. Those
works are very impressive and demonstrate the capability
of controlling the shading of the printed 3-D content.

Different from irradiance compensation, appearance
control techniques can enhance, change, and replace the vis-
ible appearance according to the original appearance of the
projection target. The superimposed dynamic range tech-
nique proposed by Bimber et al. [7], allowed a high dy-
namic range display, and color compensation on the printed
media by illumination projection. Amano et al. proposed a
projector-camera feedback framework [2] that enables not
only color saturation enhancement, and contrast boost but
also color phase shift, posterlization and bluring [3] in a
dynamical process. The appearance control technique is
not limited to printed media and has been applied to light
microscopy as well [6, 8]. Its technique enables the tar-
gets’ appearance to look different, but its control is based
on the reflectance property of the target. The projector-
camera feedback in [8, 3] can estimate appearance under
white unique illumination while a colored textured pattern
is projected. This technique not only gives a good reference
image for feedback control but also enables to receive 3-D
information to be embedded by full color printing on the
paper media.

The proposed method is also related to the mesostructure
design technique for object representation written in [15, 1].
Both are brilliant ideas to show an image by the illumina-
tion projection. [1] employs a discrete relief model with a
precisely designed relief shape, then it represents a differ-
ent image using a different illumination direction. It has the
ability to represent attached shadow of a 3-D object on a
nearly planar media. However, the content manufacturing
cost is still too expensive for use in the actual publishing.

In this research, the appearance control framework
shown in Figure 2 is employed. First, the underlying ap-
pearance Cest which means the appearance that observed
under the white uniform illumination is calculated with the
division of captured image C by the projection pattern P .
This Cest is invariant for P , and the reference image R
is calculated by user defined image processing algorithm.
Then, the appearance control framework changes the ob-
ject’s appearance by the projection after the geometric warp
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Figure 2. Projector-camera feedback with an MPC controller.

and response linearization. The proposed method attempts
to control the shading by the decoded information of em-
bedded in the full color printing.

3. 3-D Information Embedding
3.1. The Normal Map Image

In general computer graphic, a the rough shape is de-
scribed by a sparse polygon mesh and the remaining details
are expressed by a normal map image [9]. With this nor-
mal map image, we can embed 3-D information by a color
printing. Its advantage is not only embedding, but also the
special recognition algorithm is not required for 3-D infor-
mation reconstruction. Thus, this research employs a nor-
mal map image for shape information embedding.

For the embedding, the normal vector on the 3-D content
is projected on the x − y plane as

n(x, y) = (nx(x, y), ny(x, y), nz(x, y)), (1)

and it expressed by the color image

Sn(x, y) = (SnR, SnG, SnB), (2) SnR(x, y) = (nx(x, y) + 1)/2
SnG(x, y) = (ny(x, y) + 1)/2
SnB(x, y) = (nz(x, y) + 1)/2

(3)

where |n(x, y)| = 1, 0 ≤ Sni(x, y) ≤ 1, i ∈ {R,G,B}.
Thus, the normal vector expressed in the color image is eas-
ily recovered by nx(x, y) = 2SnR(x, y) − 1

ny(x, y) = 2SnG(x, y) − 1
nz(x, y) = 2SnB(x, y) − 1

. (4)

However this encoding is not robust for illumination gain.

3.2. HSV Color Space Encoding

Since the projection pattern and captured image are ob-
tained in the process, we can estimate the appearance Cest

from white illumination irradiating the target, as shown in
Figure 2. However, Cest is calculated as a relative lumi-
nosity with the reflectance standard (e.g., white paper) that
used in the calibration. For this reason, it is impossible to
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Figure 3. Normal vector decoding error.

Hue (H)

B
ri
g

h
tn

e
s
s
 (

V
)

Saturation (S)

(a) Conventional (b) Proposed
Figure 4. Normal map expression on HSV space.

recover absolute image values, and this leads to a critical
problem because the normal vector direction is sensitive to
the gain of the normal map image.

On the cross section of sphere shown in figure 3(a), the
decoded angular error of the normal vector led by the illu-
mination gain variation is shown in Figure 3(b). The hor-
izontal axis in (a) and (b) is spatial coordinate x, and the
vertical axes are depth value z and angular error of the es-
timated normal vector, respectively. g is the gain of the re-
ceived normal map image Sn′ = g × Sn. From this result,
we can confirm that if the error in the estimated image is
only 10%, then this leads to a 0.18 rad angular error in the
estimated normal vector in the worst case.

To solve this problem, the HSV color space as an invari-
ant expression

SnH(x, y) = atan2(ny(x, y), nx(x, y))
SnS(x, y) = ks

√
nx(x, y)2 + ny(x, y)2

SnV (x, y) = (nz(x, y) + 1)/2
(5)

which is not influenced by illumination gain 1 (refer to as
an HSV map), is used (Figure 4). The atan2(y, x) is a gen-
eral arctangent expression in a programing language that
can handle four quadrants. The parameter ks adjusts the
contrast of the coded color image, and it should be decided
by a tradeoff between controllability and stability. High-
contrast embedding can transmit 3-D information precisely,
but appearance control is difficult using projected illumina-
tion.

1The nz is influenced, but we can recover it with a simple calculation.

In this normal vector coding, nx and ny are invariant for
the illumination change of Sn. By contrast, nz is influenced
by the gain of Sn, but the constraint of |n(x,y)| = 1 gives
us the solution

nz(x, y) = 1 −
√

nx(x, y)2 + ny(x, y)2. (6)

Of course, its constraint gives the solution of g in the Fig-
ure 3. However, since a nonwhite color is expressed as
n(x, y) = (0, 0, 1), which is perpendicular to the x − y
plane. Thus, nonlinear toner density response leads to an
unbalanced reconstruction error by the (SnR, SnG, SnB)
expression.

3.3. Normal Vector Decoding

The HSV map expression gives a neutral point for the
normal map coding against paper brightness, and it gives a
natural appearance. However, the printer color space and
camera color space are not identical. This means that the
color of the captured image is different from the color of
the original HSV map image, leading to a decoding error of
the normal vector. Therefore, a color mixing matrix Tc2s ∈
R3×3 is applied to the captured image Cest as

SRGB = Tc2sCest, (7)

where SRGB is an HSV map image in RGB color space.
Tc2s ∈ R3×3 is a precalibrated color mixing matrix that
is obtained by capturing the printed color chart. After color
compensation, the RGB to HSV conversion is applied to get
the SHSV image. In this image, each channel corresponds
to (SnH , SnS , SnV ) and the normal vector can be recov-
ered by

nx(x, y) = 1
ks

SnS(x, y) cos(SnH(x, y))
ny(x, y) = 1

ks
SnS(x, y) sin(SnH(x, y))

nz(x, y) = 2SnB(x, y) − 1
(8)

and the normalization shown in Equation 6 is applied to nz .
Then, the shaded image used as reference R for appearance
control is generated based on this normal map image and
the virtual illumination by the graphics hardware.

4. Experimental Results
4.1. System Calibration

The desktop projector camera system shown in the Fig-
ure 5 was used in the experiment. This system is com-
posed of a projector (Canon, LV-7380) and an IEEE1394
camera (Point Gray Research, Dragon Fly2) with two sur-
face reflection mirrors. The alignment of the camera and
the projector is almost colinear but the working space for
the projector-camera feedback is limited on the desk sur-
face to keep static pixel mapping. On the colinear ( more
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Figure 5. Desktop projector-camera system.

correctly, exit pupils are coaligned ) projector-camera sys-
tem, we can apply projector-camera feedback at any depth
that has focus [10]. A general pixel mapping calibration
that employed gray code projection is used for system cali-
bration. Then, a system response linearization that includes
both camera gamma and projector illumination response is
applied. Next, the color-mixing matrix calibration for the
projector-camera feedback and the gain-table calculation
for photometric calibration shown in [3] were applied.

For color matching between a captured printed media
Cpatt and a digital image Spatt, the optimization problem
on

Error =
∑

i∈{I1,I2,...,In}

(Si
patt − Tc2sC

i
patt) (9)

is solved by capturing the printed color chart. I1, I2, . . . , In

are the indices of the sampled colors (3 × 6 colors + 6 gray
levels) and each sample is obtained by regional averaging.
The pattern is printed on white matte photo paper using an
inkjet printer (Canon, PIXUS MP960). Its appearance is
then captured by the projector-camera system under white
illumination. The matrix Tc2s ∈ R3×3 is the color-mixing
matrix, and it compensates for the chromatic characteristics
of the inkjet printer.

4.2. HSV Map Conversion

Figure 6 shows the normal map images used for the eval-
uation. These are provided by the Digital Emily project (a),
Face Dataset (b), and Palm Dataset (c) of the Graphics Lab
at the University Southern California (USC) [11]. (d) is a ar-
tificial normal map image of the hemisphere. The HSV map
images for these are shown in Figure 7. Parameter ks = 0.5
was decided upon in consideration of the appearance con-
trollability and the sensing stability from the experiment.

In these HSV map images, the center part that has n ≈
(0, 0, 1) becomes white in the encoded images. Generally,

(a) Face1 (b) Hand (c) Face2 (d) Sphere
Figure 6. The normal map images.

(a) Face1 (b) Hand (c) Face2 (d) Sphere
Figure 7. HSV map images.

when a sphere or cylinder is uniformly illuminated from the
front, the center part shows a bright reflection for its at-
tached shadow. The normal vector expression by the HSV
map shows a similar tendency and it gives compatible ap-
pearance under white uniform illumination. This is another
advantage of the HSV map expression.

4.3. Shading Control Details

When colored illumination is projected onto the printed
target for shading control, the dumped images of the inter-
mediate process shown in figure 8 were obtained. (a) is an
underlying appearance that is not influenced by the projec-
tion, and it is calculated by the appearance control frame-
work. The HSV map image shown in (b) can be obtained
by color space conversion Tc2s and it converts the HSV map
to the conventional normal map image (c). During this con-
version, normalization by the Equation 6 is applied. Then,
the shaded image (d) is generated by conventional normal
map image rendering on the rendering hardware. However,
Ishade has extremely high contrast, which leads to an un-
stable response because division by near zero arose at the
complete black projection. Hence, mixing with the gray-
scaled Cest,

R = αIshade + (1 − α)|Cest| (10)

is applied to avoid this problem. Here |Cest| is gray-scaled
Cest, and α is a mixing parameter. For this paper, α = 0.6
was applied experimentally.

When reference R shown in (e) is given to the appear-
ance control framework, the image P shown in (f) was pro-
jected onto the target object, and the appearance of the 3-D
content on the paper was changed as shown in (g). In this
case, a virtual point light source was placed on the upper
right of the target and the correct directional shading based
on the normal map information and its illumination is con-
firmable in (g). It is apparently different from the simple
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(a) Cest (b) HSV map (c) Normal map (d) Ishade

(e) R (f) P (g) Shading control (h) Color removal
Figure 8. Normal map reconstruction and appearance control.

(a) Upper left (b) Upper right

(c) Lower left (d) Lower right
Figure 9. Shading with different illumination direction.

color removal shown in (h). The proposed method was im-
plemented on an Apple Mac Pro (with 12 cores and 8GB
of memory) and its processing speed reached 19 fps with
parallel computing with 1024× 768 resolution of C and P .

4.4. Shading Animation

To promote effective 3-D perception to the user, shad-
ing animation by moving virtual illumination was imple-
mented. A virtual point light source revolved on the 3D
contents at 0.2 rad/frame. Thus, the light source moves at
approximately 1.65 cycle/s.

Figure 9 shows the shading control results for the four
illumination directions. In Figure 9 (a), when the virtual
point light source is placed on the upper left of the paper
media, the attached shadows can be seen at the counter side
of each 3-D content. From the result for the different virtual

(a) Controlled apperance

(b) Projection illumination

0 50 100 150 200 250 300 350 400 450 500
0

100

200

300

(c) Illumination profile on the A-A’
Figure 10. Fake blue shadow.

light source positions, reasonable shading directions can be
seen on the spheres. However, awkward-shaped shading
was observed on the sphere in (c), and a fake blue shadow is
seen in the left lower part on the sphere and the face image.

5. Discussion
5.1. Overprojection

The main factor contributing to the fake blue shadow can
be thought of as insufficient projection power. Figure 10
shows the projection power profile on the fake blue shadow.
In (c), the saturation of the projection power can be seen.
This saturation means that there was insufficient power to
fill the brightness in R and G channels, resulting in the blue-
colored shading. Thus, we can expect that a more powerful
projector can create the correct gray shadows.
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5.2. Printer Color Space

Since the color in the normal map determines the direc-
tion of the surface normal, the color-matching error between
the digital image and a captured printed image can be a main
factor contributing to awkward-shaped shading. Figure 11
(a) shows the color distribution of the test pattern (“Circle”)
and its captured color (“Cross”) on the x-y chroma chart.
We can confirm good correspondence in the center areas,
but the pure red and pure green areas have no plot. From
this result, we can expect that a large normal estimation er-
ror can be seen in the pure green and pure red areas on the
printed HSV map. This trend can be confirmed using the
result from the sphere shown in Figure 9 (c). The nonlinear-
ity of printed toner density is considered as the main reason
leading to this color-matching error.

The figure 11(b) shows the brightness relationship be-
tween the test pattern and the captured image. A nonlinear
response can be seen in the dark part, and it is easy to see
that a linear model expression of this response produces a
color conversion error at the dark part (around 50 to 150 in
the test pattern). Since the pure red (or pure green) color
has a big value at the R (or G) channel but others have
small values, these color phases have large estimation er-
rors. Hence, because of these large errors in these color
phases, we can see the awkward-shaped shading in the pure
red and pure green areas. The solution to this problem in-
volves improvement of the color matching with response
linearization. However, the linearization should not be ap-
plied to the captured image, and it should be applied be-
fore printing to ensure color invariance for different of paper
whiteness.

6. Conclusion
In this paper, a new approach for 3-D representation on

printed media was proposed. The proposed method consists
of information embedding using an HSV map and shading
animation using projector-camera feedback. This is a first
attempt at 3-D representation on paper media by shading an-

imation of the content. In the future work, improved color
consistency between the normal map image and the cap-
tured printed image by using a predesigned print will be
applied.
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