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Abstract

Human action recognition in videos draws strong re-
search interest in computer vision because of its promising
applications for video surveillance, video annotation, inter-
active gaming, etc. However, the amount of video data con-
taining human actions is increasing exponentially, which
makes the management of these resources a challenging
task. Given a database with huge volumes of unlabeled
videos, it is prohibitive to manually assign specific action
types to these videos. Considering that it is much easier to
obtain a small number of labeled videos, a practical solu-
tion for organizing them is to build a mechanism which is
able to conduct action annotation automatically by leverag-
ing the limited labeled videos. Motivated by this intuition,
we propose an automatic video annotation algorithm by
integrating semi-supervised learning and shared structure
analysis into a joint framework for human action recogni-
tion. We apply our algorithm on both synthetic and realis-
tic video datasets, including KTH [20], CareMedia dataset
[1], Youtube action [12] and its extended version, UCF50
[2]. Extensive experiments demonstrate that the proposed
algorithm outperforms the compared algorithms for action
recognition. Most notably, our method has a very distinct
advantage over other compared algorithms when we have
only a few labeled samples.

1. Introduction

Human action recognition has been widely studied in
computer vision [18]. As an important tool for video con-
cept understanding, action recognition plays an essential
role in a number of applications, such as video surveillance
[15], video annotation and retrieval [6, 10] and human-
machine interactions. Nowadays, people are creating and
sharing their personal videos due to the phenomenal devel-
opment of network and storage technologies. When con-

fronted with the huge volumes of videos related to human
actions, an efficient mechanism of annotation is necessarily
demanded to facilitate retrieval, indexing, classification and
so on. Manual annotation, however, is tedious and consid-
erably time-consuming. As a result, we focus on automatic
video annotation to label human action types.

Many achievements on automatic video annotation of
human actions have been published. D. Ramanan et al. [17]
have constructed a system which tracks the actions in videos
first and then annotates them by matching the actions with
the existing labeled action library, which is dedicatedly built
by synthesizing motions. Recently, a text-based classifica-
tion approach has been proposed by Laptev et al. [10] for
movie annotation by using movie scripts. In a follow-up
work, Duchenne et al. [6] have proposed an approach to lo-
cate and annotate the actions with the weakly-labeled train-
ing data in realistic movies with dialogues. However, the
availability of scripts is quite rare in the real-world. More-
over, some motions yield no scripts or even sound, i.e. walk-
ing. Liu et al. [11] directly associate low-level features
of human actions with a set of attributes that are manu-
ally specified. Consequently, these high-level attributes are
learned to improve the action classification.

Despite the promising results that have been achieved in
the past, some challenges still exist in this research area. On
one hand, the amount of labeled data is extremely scarce
compared to the unlabeled data in the real world. This
fact makes the supervised learning methods not very suit-
able since the training data are inadequate. In contrast,
semi-supervised methods are able to make use of both la-
beled and unlabeled data for training. The learning ac-
curacy can be greatly improved with the conjunction of
small amount of labeled data and large amount of unla-
beled data. In this sense, semi-supervised learning is more
practical for the real-world video action recognition. How-
ever, semi-supervised learning based action recognition has
been largely unaddressed. On the other hand, it is natural
that two different actions can have locally common compo-
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Figure 1. The illustration of the Semi-supervised Feature Correlation Mining video action recognition framework. Our semi-supervised
algorithm which analyses the shared structural information is indicated with the red dashed lines.

nents, e.g. similar actions of arm exist in both Tennis-Swing
and Golf-Swing. In [11], these common components can be
viewed as the same action attribute, e.g. arm pendulum-like
motion, shared by the two actions. However, it remains un-
clear how to manually define correlations, which are suffi-
cient enough for different action types. In this paper, using a
learning model, we directly exploit the correlations between
low-level action features rather than constructing associa-
tions between low-level features and high-level attributes.
Specifically, the spatio-temporal detector and descriptor ap-
plied in our work, i.e., Harris3D+HOG/HOF, locally char-
acterize the actions. In that way, if we a use Bag-of-Words
(BoW) model to represent the videos, similar actions should
have similar occurrences of visual words. Furthermore, the
aforementioned action attributes and correlations are uncov-

ered by a shared structure learning model. We aim to apply
such sort of shared structural analysis at feature level to im-
prove the recognition performance.

In this paper, we propose a novel semi-supervised
scheme which leverages shared structural analysis for ac-
tion recognition. Figure 1 displays our framework for rec-
ognizing actions in videos. Features are extracted for both
training and testing videos to represent them. According to
the distribution of the visual features, a graph model is first
constructed in training. Building upon the graph, virtual la-
bels of the unlabeled data can be generated, during which
shared structural analysis is applied to uncover the feature
correlations to make the results more reliable. In this way, a
classifier is trained for action recognition. The contributions
of this paper can be summarised as follows:
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• We apply a semi-supervised learning algorithm which
considers structures shared by different words of BoW
features by uncovering a low-dimensional subspace.
Moreover, our framework considers the global and lo-
cal structural consistency to train a discriminating and
robust classifier for annotation by using `2,1-norm.

• We demonstrate the advantages of combining manifold
learning with feature analysis for action recognition,
which is verified by extensive experiments.

• Compared with other methods, our method shows out-
standing performance especially when the label infor-
mation is quite scarce.

The rest of the paper is organized as follows: We briefly
review the related work in Section 2. Our proposed frame-
work is elaborated in Section 3 followed by the experiments
in Section 4. Lastly, Section 5 concludes this paper.

2. Related Work
In this section, we briefly review the related research on

semi-supervised learning and shared structural analysis.
The motivation of semi-supervised learning stems from

the prohibitive cost of manually annotating a considerably
large amount of data. The main paradigm of graph-based
semi-supervised learning is achieved to utilize the relation
between labeled and unlabeled data by exploring the man-
ifold structure. A variety of applications [26, 22, 14] us-
ing graph-based semi-supervised learning have been pro-
posed with promising performance. In these works, the
vertices of the graph are the labeled and unlabeled samples
while the edges are the similarities between pairs. Since the
graph Laplacian is the mostly used tool to implement semi-
supervised algorithms, we integrate it into our framework.

Recently, the shared structure analysis has been widely
studied. Taking into account the shared information be-
tween multiple tasks, Ando et al. [3] have used a linear
transformation matrix to characterize structural information
shared by multiple tasks. The shared structure learning has
been then introduced into the applications based on multi-
label data [23, 8] and the classification is usually achieved
through the least square regression. These research efforts
have shown that shared structural learning is a powerful tool
to improve the performance in data analysis. Nie et al. [16]
have proposed a method using `2,1-norm on the loss func-
tion and they apply their method to feature selection which
shows prominent performance. Inspired by the work of Nie
et al., we therefore propose to adopt the `2,1-norm into the
shared subspace analysis to obtain a classifier which is ro-
bust for outliers. On top of that, we extend the proposed
approach to a semi-supervised way to address the shortage
of labeled data. As a result, our method incorporates sev-
eral advanced techniques including shared subspace anal-

ysis, the `2,1-norm loss function and manifold learning to
achieve better action recognition performance.

3. The Proposed Approach
In this section, we first elaborate the formulation of our

method. We name it Semi-supervised Feature Correlation
Mining (SFCM). Then we present the detailed solution of
how to obtain the classifier.

3.1. Formulation

The visual words of video sequences are correlated as
they jointly reflect the action types. Thus, it is reasonable
to assume that these visual words share a common structure
in a low-dimensional space. If we properly exploit such a
shared structure, a more discriminative classifier for action
recognition can be obtained. Motivated by [8, 23], we take
the original feature space and the shared structural subspace
into account jointly through the following function:

f(x) = vTx+ pTQTx (1)

where x is a datum, v and p are weight vectors and Q is
a transformation matrix to characterize the shared informa-
tion by different words in BOW feature.

Given a training set X = [x1, x2, ..., xn] ∈ Rd×n,
we can then associate it with its labels Y = [y1, y2, ...,
yn]

T ∈ {0, 1}n×c via a statistical approach based on the
above function. Note that xi ∈ Rd(1 ≤ i ≤ n) is the i-th
datum and n is the size of X . c stands for the class num-
ber and yi ∈ Rc(1 ≤ i ≤ n) is the label vector. Denoting
V = [v1, v2, ..., vc] and P = [p1, p2, ..., pc], we get the fol-
lowing equation:

f(X) = XTV +XTQP. (2)

By defining W = V + QP where W ∈ Rd×c, the above
function becomes:

f(X) = XTW. (3)

Building upon (3), Ji et al. [8] have proposed to achieve
shared subspace learning by incorporating least squares loss
function:

min
W,P,Q

∥∥∥XTW − Y
∥∥∥2

F
+ α ‖W‖2F + β ‖W −QP‖2F

s.t. QTQ = I

(4)

where I is identity matrix. Their approach explores the
shared subspace between different labels. In this paper, we
propose to apply the `2,1-norm on the loss function, which
is more robust [16, 13], and obtain the following objective:

min
W,P,Q

∥∥∥XTW − Y
∥∥∥
2,1

+ α ‖W‖2F + β ‖W −QP‖2F

s.t. QTQ = I
(5)
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To step further, we extend the above function to a semi-
supervised method for its advantage in saving labeling
cost while simultaneously achieving good performance as
shown in [26, 23]. Most of semi-supervised learning meth-
ods assume that the nearby data points are likely to have
the same label. Specifically, data points which can be con-
nected via a path through high density regions on the data
manifold are likely to have the same label. In fact, the
information of density and manifold is inadequate in the
real-world since the amount of labeled data is often quite
small. To address this problem, a graph model is uti-
lized to approximate the density and manifold information.
Motivated by [26, 23], we further consider extending our
method to semi-supervised one for its advantage in saving
labeling cost while simultaneously achieving good perfor-
mance. To begin with, we redefine the training data set as
X = [XT

l , X
T
u ]

T where Xl = [x1, . . . , xm]T and Xu =
[xm+1, . . . , xn]

T are the two subsets of data with labels and
without labels respectively. Accordingly, its label matrix
of X is Y = [Y T

l , Y
T
u ]T , where Yl = [y1, · · · , ym]T ∈

{0, 1}m×c and Yu = [ym+1, . . . , yn]
T ∈ R(n−m)×c is a

matrix with all zeros. Then we introduce a predicted label
matrix F = [F1, . . . , Fn]

T ∈ Rn×c, where Fi ∈ Rc×1 is
the predicted label vector of the i-th data xi by the clas-
sifier. According to [25], F is consistent with the nearby
points on the same manifold and is also consistent with the
ground truth labels of the labeled training data. The idea of
manifold and label consistency can be generalized as:

min
F

c∑
l=1

1
2

n∑
i,j=1

(Fil − Fjl)
2Aij +

n∑
i=1

Uii(Fil − yil)2
]

⇒ min
F

tr(FTLF ) + tr(F − Y )TU(F − Y )

(6)
where tr(·) denotes the trace operator. Aij is an element
of the local structure graph A. The graph A is defined as
follows:

Aij =

{
1 if xi ∈ Nk(xj) or xj ∈ Nk(xi);

0 otherwise.
(7)

where Nk(xi) is the set of k-nearest neighbours of xi. L =
S − A is the Laplacian matrix and S is a diagonal matrix
with Sii =

∑n
j=1Aij . U in (6) is a selection matrix and is

defined as:

Uii =

{
∞ if xi is labeled;
0 otherwise.

(8)

Inspired by [8, 16, 23], we integrate (5) and (6) into a joint

framework as follows:

min
F,W,Q,P

tr(FTLF ) + tr(F − Y )TU(F − Y )

+ µ
[
α ‖W‖2F + β ‖W −QP‖2F +

∥∥XTW − F
∥∥
2,1

]
,

s.t.QTQ = I
(9)

where µ, α and β are regularization parameters. ‖W‖2F
controls the complexity of the model to avoid overfitting.
‖W −QP‖2F regularizes the shared information among
different features. Shared structure learning was initially
proposed for multi-label learning in [8, 23]. In our work, the
idea of uncovering shared structure is applied to exploit the
shared information among different visual words of BoW
features for a better analysis of human actions.

3.2. Solution

According to [16], a general `2,1-norm minimization
problem represented as:

min
U

f(U) +
∑
k

‖AkU +Bk‖2,1

s.t. U ∈ C

can be solved by the following problem iteratively:

min
U

f(U) +
∑
k

tr((AkU +Bk)
TDk(AkU +Bk).

s.t. U ∈ C

Therefore, the objective problem in (9) can be solved by
iteratively solving the following problem:

min
F,W,Q,P

tr(FTLF ) + tr(F − Y )TU(F − Y )

+ µ
[
α ‖W‖2F + β ‖W −QP‖2F

]
+ µ

(
tr(XTW − F )TD(XTW − F )

)
s.t.QTQ = I

(10)

where D is a diagonal matrix with Dii = 1
2‖zi‖2

, Z =

XTW − F and Z = [z1, . . . , zn]T ∈ Rn×c. Note that in
practice,

∥∥zi∥∥
2

could be very close to zero. In this case, we
can follow the traditional regularization way and define the
diagonal elements of D as Dii = 1

2‖zi‖2+ς , where ς is a

small constant. When ς → 0, it is easy to see that 1
2‖zi‖2+ς

approximates 1
2‖zi‖2

. The same as [23], we then set the
derivative of (9) w.r.t. P to zero and have:

P = QTW (11)
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Substituting (11) into (10), it becomes:

min
F,W,Q

tr(FTLF ) + tr(F − Y )TU(F − Y )

+ µ
(
tr(XTW − F )TD(XTW − F )

+trWT
[
(α+ β)I − βQQT

]
W
)

s.t.QTQ = I,

(12)

By setting the derivative of (12) w.r.t. W to zero, we have:

W = (M − βQQT )−1XDF, (13)

where
M = XDXT + (α+ β)I (14)

Let N be:
N =M − βQQT (15)

and substitute W = N−1XDF into (12), the objective
function becomes:

min
F,Q

tr(FTLF ) + tr(F − Y )TU(F − Y )

+ µ
(
trFTDF − trFTDXTN−1XDF

)
s.t.QTQ = I,

(16)

By setting the derivative of the above function w.r.t. F to
zero, we then have:

F = (B − µDXTN−1XD)−1UY, (17)

where B = L+ U + µD. According to the Woodbury ma-
trix identity [7], (16) is equivalent to solving the following
optimization problem after substituting F into it [23]:

max
Q

trY TUB−1DXTJ−1Q(QTKQ)−1QTJ−1XDB−1UY

s.t.QTQ = I ,
(18)

Let J be
J =M − µXDB−1DXT (19)

and K be

K = I − β(M − µXDB−1DXT )−1 (20)

For two arbitrary matrices A and B, tr(AB) = tr(BA).
We thus rewrite (18) as:

max
Q

tr(QTKQ)−1QTJ−1XDB−1UY Y TUB−1DXTJ−1Q

s.t.QTQ = I

(21)
Let C be

C = J−1XDB−1UY Y TUB−1DXTJ−1, (22)

the optimization problem becomes:

max
Q

tr(QTKQ)−1QTCQ

s.t.QTQ = I
(23)

The above objective function can be solved by eigen-
decomposition of K−1C. Consequently, we propose an it-
erative algorithm to solve our objective function in Algo-
rithm 1. It can be proved that the objective in (9) monoton-
ically decreases until convergence by Algorithm 1.

Algorithm 1: The SFCM algorithm.
Input:

The training data X ∈ Rd×n;
The training data labels Y ∈ Rn×c;
Parameters α, β and µ.

Output:
Converged W ∈ Rd×c.

1: Compute the graph Laplacian matrix L ∈ Rn×n;
2: Compute the selection matrix U ∈ Rn×n;
3: Initialize W ∈ Rd×c randomly;
4: Initialize F ∈ Rn×c randomly.
5: repeat

Compute Z ∈ Rn×c as: Z = XTW − F
Compute the diagonal matrix D as:

D =


1

2‖z1‖2
. . .

1
2‖zn‖2


Compute K according to (20)
Compute C according to (22)
Compute Q by eigen-decomposition using (23)
Update F according to (17)
Update W according to (13)
until Convergence;

6: Return W .

4. Experiments
In this section, we evaluate our method for action recog-

nition in videos. We first present the feature used for data
representation, followed by an introduction of the video
datasets. Then we discuss the experimental setup and give
the results lastly.

4.1. Spatial-Temporal Features

The Bag-of-Words model is popular in the field of hu-
man action recognition [10, 11, 12]. According to [21], Har-
ris3D interest point detector [9] and HOG/HOF descriptors
[10] have shown promising performance for action recogni-
tion. We therefore use this approach to extract the features
for the videos. Specifically, we follow the approach recom-
mended in [21] which randomly selects 100,000 training
features and uses the k-means to build the codebook. The
size of the codebook is empirically set to 1000, and then
the Bag-of-Words (BoW) features for each video are repre-
sented by the histograms of the visual word occurrences. To
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increase the precision, we choose the centers with the low-
est error as the codebook by initializing k-means 10 times.

4.2. Datasets

Four datasets are used in our experiments which are KTH
dataset [20], YouTube action dataset [12], UCF50 dataset
[2] and CareMedia dataset [1].

The KTH actions [20] dataset records 6 categories of
actions: walking, jogging, running, boxing, hand-waving
and hand-clapping. Each action is performed by 25 subjects
under 4 different scenarios: outdoors, outdoors with scale
variation, outdoors with different clothes and indoors. In
total, KTH contains 599 video clips (2391 sequences) with
resolution of 160× 120 pixels.

The Youtube action [12] dataset collects 1600 action
video clips with the resolution of 320 × 240 pixels over 11
categories: basketball shooting, cycling, diving, golf swing-
ing, horse back riding, soccer juggling, swinging, tennis
swinging, trampoline jumping, volleyball spiking, and walk-
ing with a dog. For each category, 25 actors perform more
than 4 types of actions. Youtube action dataset is much
more challenging than KTH due to large variations in cam-
era motion, viewpoint, background, etc.

The UCF50 action [2] dataset is the extension of the
YouTube action dataset from 11 categories to 50 categories.
Totally, it has 6681 video clips with the identical resolution
with Youtube action dataset.

Figure 2. Sample frames from the CareMedia corpus.

Figure 3. Camera placement in the nursing home.

The CareMedia [1] dataset collected by Carnegie Mel-
lon University, consists mainly of 15 geriatric patients’ ac-
tivities in the public areas of a nursing home. Video and

audio data are recorded by 23 cameras and microphones
mounted in several fixed locations that are unobtrusive to
the patients. We select a subset containing 3017 video se-
quences recorded by a particular camera fixed in the dining
room. These video data are annotated as five categories:
Pose and/or Motor Action (e.g. Tremors), Positive (e.g.
Smiles and Dancing), Physically Aggressive (e.g. Punch-
ing), Physically Non-aggressive (e.g. Eating), and Staff Ac-
tivities (e.g. Feeding). We show some sample frames in Fig-
ure 2 and camera placement in Figure 3.

4.3. Compared Methods

To evaluate performances of our algorithm, we compare
four methods which are SVM with χ2 kernel [10], Taylor-
Boost (T-Boost) [19], Bayes Optimal Kernel Discriminant
Analysis (BKDA) [24] and Semi-supervised Discriminant
Analysis (SDA) [4]. The SVM with χ2 kernel is widely
applied in human action recognition due to its prominent
performance for the Bag-of-Words model. TaylorBoost and
BKDA are two supervised state of the art classification algo-
rithms. For our algorithm, full rank Kernel Principal Anal-
ysis (with χ2 kernel) is performed to kernelize the data.
SDA is a semi-supervised discriminant analysis method, for
which we use the RBF kernel SVM for classification after
it processes the data.

4.4. Experiment Setup

For KTH action dataset, we use the standard data
partition provided by the author in which 9 subjects
(2,3,5,6,7,8,10 and 22) are utilized as testing set and the rest
of data for training set. For YouTube action dataset, UCF50
action dataset and CareMedia dataset, we randomly split
each dataset into training set and testing set since there are
not any standard partitions available. The detailed setting
for comparison is followed by the convention of the semi-
supervised learning approaches. Specifically, the training
set contains both labeled and unlabeled data, and the testing
set is not available during the training phrase. Denote c as
the class number for each dataset (c = 5, 6, 11 and 50 for
CareMedia, KTH, Youtube and UCF50 respectively). We
randomly samplem labeled videos (m = 1, 3, 5, 10 and 15)
per category in the training set, thus resulting in 1×c, 3×c,
5 × c, 10 × c and 15 × c randomly labeled videos while
the remaining training videos are unlabeled. We conduct
experiments on 10 groups of randomly generated training
and testing sets for all the methods. The average results are
reported.

In our algorithm, the parameter k specifying the
k-nearest neighbors for computing Laplacian matrix is
empirically set to 5. r, which is the dimensional-
ity of shared structural subspace, is set to 4 empir-
ically as it is not sensitive. Additionally, there are
three parameters, α, β and µ. We tune them from
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Figure 4. Performance comparisons on four datasets w.r.t. different numbers of labeled training data. When the number of labeled data is less equal than
10 × c, our method outperforms all other algorithms dramatically. When 15 × c data are labeled, our method is ranked at top position for all datasets.
Besides our method yields significantly better performances in realistic dataset, including Youtube, UCF50 and CareMedia.

{10−8, 10−6, 10−4, 10−2, 1, 102, 104, 106, 108}. For SDA
[4] and SVM, we also tune the their parameters from the
same range.

4.5. Experiment Results

Figure 4, Table 1 to Table 4 show the action recogni-
tion results on the four datasets w.r.t. different number of
labeled training data. Note that the classification task can-
not be conducted by BKDA [24] under the 1×c setting since
it is unable to perform classification when there is only one
sample per class. We observe that: 1) All methods achieve
better results on KTH compared to those on another three
datasets. This is probably due to the simplicity of KTH,
which consists of simple actions collected with clean back-
ground. 2) The recognition accuracy of all methods is im-
proved with the increase of the amount of labeled training
videos. 3) Our method consistently attains the best recogni-
tion performance. 4) Our method gains much better perfor-
mance when the amount of labeled data is small. For exam-
ple, when only 3× c (18 out of 1524 training data for KTH)
training data are labeled, our method achieves the recogni-
tion accuracy of 65.32% which is significantly better than
others. Those results have indicated that our algorithm ben-
efits from the analysis of the correlations between different
visual words in a shared structure.

Next, We take the largest dataset used in this paper,
UCF50, as an example to show the impact of shared struc-
ture analysis. Figure 5 shows the recognition performance

0 10^−4 10^−3 10^−2 10^−1 1
0.46

0.47

0.48

0.49

0.5

0.51

0.52

M
A

P

Figure 5. The performance variance of accuracy w.r.t. the parameter β
with fixed α and µ.

variance w.r.t. β after fixing α and β at their optimal values,
i.e. 10−2 and 106. The best performance is obtained when
β = 10−2. In fact, larger β indicates more shared struc-
tural information is utilized in our classifier. In contrast,
when β = 0 no shared structure is utilized to contribute
to the framework. The result clearly demonstrates that the
performance is improved by using the shared structural in-
formation.

Table 1. Performance comparison (MAP±Standard Deviation)
when 3× c training videos are labeled.

KTH YouTube UCF50 CareMedia
SFCM 0.653±0.038 0.332±0.025 0.278±0.013 0.268±0.062
SVM 0.188±0.109 0.136±0.041 0.112±0.012 0.218±0.076
TBoost 0.427±0.054 0.221±0.019 0.221±0.018 0.209±0.052
BKDA 0.267±0.134 0.176±0.020 0.101±0.007 0.203± 0.033
SDA 0.311±0.020 0.143±0.015 0.103±0.010 0.228± 0.05

Table 2. Performance comparison (MAP±Standard Deviation)
when 5× c training videos are labeled.

KTH YouTube UCF50 CareMedia
SFCM 0.700±0.034 0.347±0.034 0.355±0.011 0.281± 0.056
SVM 0.531±0.111 0.260±0.064 0.247±0.020 0.223± 0.052
TBoost 0.543±0.042 0.263±0.028 0.263±0.027 0.217± 0.049
BKDA 0.501±0.070 0.215±0.024 0.140±0.008 0.222± 0.014
SDA 0.412±0.024 0.154±0.041 0.159±0.010 0.245± 0.025

Table 3. Performance comparison (MAP±Standard Deviation)
when 10× c training videos are labeled.

KTH YouTube UCF50 CareMedia
SFCM 0.747±0.031 0.501±0.022 0.460±0.010 0.324± 0.068
SVM 0.713±0.047 0.445±0.038 0.412±0.013 0.237± 0.007
TBoost 0.584±0.035 0.352±0.028 0.352±0.026 0.236± 0.040
BKDA 0.594±0.068 0.294±0.034 0.191±0.008 0.230±0.027
SDA 0.489±0.032 0.174±0.019 0.246±0.008 0.293± 0.136

Table 4. Performance comparison (MAP±Standard Deviation)
when 15× c training videos are labeled.

KTH YouTube UCF50 CareMedia
SFCM 0.798±0.023 0.568±0.019 0.514±0.010 0.337± 0.027
SVM 0.787±0.019 0.532±0.019 0.489±0.011 0.256± 0.052
TBoost 0.660±0.026 0.385±0.015 0.385±0.014 0.248± 0.043
BKDA 0.709±0.020 0.336±0.021 0.224±0.014 0.234± 0.013
SDA 0.522±0.027 0.190±0.024 0.299±0.012 0.321± 0.056
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5. Conclusion
In this paper, we have proposed an approach to catego-

rize human actions in videos by exploring the correlations
between different visual words. First, our method simulta-
neously discovers the intrinsic relationship between visual
words in a low-dimensional subspace to improve the per-
formance of the holistic classification. Second, `2,1-norm
is applied to make the classifier robust for outliers. Finally,
we extend the classifier into semi-supervised scenario to ex-
ploit on both labeled and unlabeled videos. We evaluate our
framework for action video annotation on four datasets con-
taining both synthetic and realistic ones. The experimental
results show that our approach outperforms all compared
algorithms, especially when the amount of labeled data is
relatively small.
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