Single Image Shadow Detection using Multiple Cues in a Supermodular MRF
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In this work we present a complete methodology for single image shadow
detection based on the learned appearance of shadows. Our main contri-
butions are:

e A novel single region classifier with a multikernel model specifi-
cally tailored for shadow region classification with SVM that out-
performs the state of the art.

e A novel boundary classifier for shadow boundaries cast over sur-
faces with the same material, and two improved paired regions
classifiers.

e We pose shadow detection as an MRF binary labelling problem
that combines our accurate single region classifier with both bound-
ary cues and illumination relationships between pairs of regions of
the same material obtained from precise classifiers.

We propose a single region shadow classifier based on a multiker-
nel SVM. Our multikernel model is a linear combination of ¥2 and Earth
Mover’s Distance(EMD)[5] kernels that operate on texture and color his-
tograms disjointly. This single region classifier already outperforms the
more complex state of art methods, without performing MRF/CRF opti-
mization.

The local appearance of a single region is often ambiguous. Even for
a human observer it can be hard to discern if a region is in shadow or
not, without considering its context. Hence, it is sensible to look beyond
the boundaries of a single region to decide its shadow label [1] [6]. In
contrast to previous work we strive to use such contextual information
sparingly. For MRF optimization reasons we prefer that most of the work
is handled by the single region classifier (unary MRF potentials), with
sparse pairwise connections that smooth the label changes across regions.
‘We build on the work of [1] to propose our own improved pairwise clas-
sifiers but constrained to adjacent regions: for pairs of regions sharing
the same material and same illumination condition, and for same mate-
rial pairs viewed under different illumination (first lit, second in shadow).
We also propose a shadow boundary classifier. Since shadow boundaries
often overlap with reflectance changes confounding the effects of the il-
lumination change, our classifier focuses on boundaries of shadows cast
over surfaces with the same underlying material.

We integrate our single region classifier, our pairwise classifiers, and
our boundary classifier using an MRF. Confident positive predictions of
the pairwise and boundary classifiers are used to define the pairwise po-
tentials and the graph topology of the MRF. The unary potentials are de-
fined based on the single region classifier. We want to minimize the fol-
lowing functional:
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where Q°, Q7 denote pairs of regions of the same material confidently
predicted to have same and different illumination respectively, and f is
the set of confidently predicted shadow boundaries. The key idea is to
combine a very strong region classifier with a set of precise boundary and
paired region classifiers that define the smoothing in the MRF. In order
to achieve sparsity and increase reliability we favor precision over recall
in the outcome of the context based classifiers. The same material/same
illumination relationships induce submodular potentials (). Potentials
due to the boundary classifier (y},) are supermodular. The directionality
of the same material different/illumination classifier introduces asymmet-
ric potentials (y;). We minimize the MRF energy using QPBO [3] [4],
the asymmetric potentials led to a minor modification of the initial repa-
rameterization stage of QPBO.
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Figure 1: Comparison of shadow detection results. a) Input image. b) Ground
truth shadow pixel mask. c¢) Our results overlaid in ligh blue d). Guo et al. [2]
results in dark blue.

Acc. BER Sha. Non

Guoetal [2] | 0.891 | 0.166 | 0.716 | 0.952
single region | 0.916 | 0.124 | 0.795 | 0.957
MRF vy, 0.926 | 0.101 | 0.840 | 0.958
MRF ysy,; | 0.937 | 0.087 | 0.862 | 0.963
MRF 0.941 | 0.078 | 0.880 | 0.962

Table 1: Shadow detection quantitative results.

Experimental results on the dataset collected by [1] show that our
method clearly outperforms the state of the art. Our single region clas-
sifier reduces the balance error rate (BER) by a 25% with respect to [2],
correctly detecting 11% more shadow pixels. Moreover, with our MRF
optimization we further reduce the BER to a 7.8%. That is a 53% de-
crease compared to the state of the art. Our total pixel accuracy is 94.1%
(88% on shadow pixels).
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