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Object contour is of prime importance as it contains essential visual in-
formation, such as shape and identity that finds numerous application-
s.Contour detection is a fundamental problem in computer vision which
is closely related to other tasks, e.g., segmentation, shape analysis, pose
estimation, visual saliency, and object recognition, to name a few.

In this work, we propose a learning algorithm for contour detection
based on multi-level visual cues. We extract pixel-level features that inte-
grate both local and global visual information. Basic point (pixel) features
have been widely used for representing edge information of grayscale and
color images such as image gradients, texture inhibition, brightness and
color gradients as well as compass operators.As these features capture
different visual information, we extract and combine these features as lo-
cal visual cues for contour detection at different scales. Global informa-
tion extracted from visual saliency is then incorporated to provide cues of
salient objects in the scenes. These features are integrated to form effec-
tive pixel-level features to represent object contours.

In addition, segment-level features are extracted to exploit structural
information of contours. Structural cues such as segments contain im-
portant information more than pixelwise evidence.Toward this goal, we
compute superpixels to extract structural segments with the SLIC algo-
rithm [1], which has been verified to perform well terms of efficiency
and effectiveness. Point features are used to describe edge pixels on the
line fragment, and segment-level features are then extracted by computing
their mean value, variance and differences in this work.

To extract discriminative information from features, we propose a
mapping method based on the posterior divergence (PD) measure over
Gaussian mixture model (GMM). We transform the vectors formed by
point-level and segment-level features based this mapping to obtain more
discriminative information for contour detection. Let x ∈ RD be the ob-
served random variable, i.e., the combination of multi-scale features. Let
z = {z1, · · · ,zK} be the hidden variable, where zk = 1 if the k-th mix-
ture center is selected to generate a sample and zk = 0 otherwise; a =
(a1, · · · ,aK)

> be the mixture prior satisfying; uk and Σk respectively be
the mean and variance matrix of the k-th mixture center. For any ob-
served sample xt , similar to [3], we assume that the posterior distribution
of z takes the same from with its prior P(z) but with different parame-
ter gt = (gt
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zk . Let θ be the model estimated

from a set of N−1 training samples X = {xi}N−1
i=1 , and θ+t be the mod-

el estimated from a set of N samples X ∪{xt}. PD derives three mea-
sures, where the posterior divergence Φpd measures how much x affects
the model, the fitness function Φ f it measures how well x fits the mod-
el, the entropy function Φent measures how uncertain the fitting is. The
mappings according to the variable x can be derived as follows,
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The feature mappings according to the hidden variable z are,
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Therefore for input xt , we obtain a set of feature mapping:
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With the features mapping, various classifiers within the random for-
est [2] learning framework can be constructed based on different represen-
tations. A random forest is an ensemble classifier consisting of numerous
decision trees where the class label is determined based on the mode of
the outputs by individual trees.

We evaluate the proposed algorithm on the Berkeley segmentation
data set. Figure 1 shows the precision-recall curves and the F-measures
with different thresholds.

Figure 2 shows one contour detection results using features with and
without using the proposed feature extraction method via posterior diver-
gence.

Experimental results bear out feature selection from multi-scale visu-
al cues via posterior divergence with a random forest classifier facilitates
effective contour detection in natural images.

Figure 1: Precision-recall curves on BSDS500: different feature combi-
nations.

input Image ground truth only features
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Figure 2: Contour detection results with and without feature extraction.
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