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Recall our objective function of PPP:

min L(U) = |P(X) - PUUX)|7, (1)
uTu=I,

In this supplementary material, we briefly illustrate how we develop the gradient de-
scent method on the Stiefel manifold defined by U”U =1 [1]. The whole optimization is
performed iteratively. In each iteration, we first find the gradient of the objective function
defined in (1) in the tangent plane of the manifold at the solution point in the last iteration.
Then a curve along the projected negative gradient is found and through a curvilinear search
the solution for the next iteration is determined.

The gradient of the objective function in (1) at solution U* is calculated as follows:

VF(UY = (GU*" —UrGT U, )

where G = (AUXU*' B+ BUXU¥" A — AB — BA)U*, A = XXT, B = PTP. Following [3],
the curve along which search for the next solution can be defined by performing Cayley
transformation [2] over the current solution:

Y(t) = (I+ %Wk)_l(lf %W")U",

where Wk = GUX" — UXGT and G is defined as above. By applying the Sherman-Morrison-
Woodbury formula [4], the above Cayley transformation can be simplified as:

Y(1) :X—TR(1+%VTR)*1VTUk, &)

where R = [G,U*] and V = [U*, —G]. The curvilinear search along the above curve is per-
forming traditional linear search until the Armijo-Wolfe conditions are satisfied. The details
are presented in Algorithm 1.

Throughout the parameters are fixed as p; = 1 x 1078, p, = 1 x 107> and 7 is intialized
as 1 x 1073 to achieve the best performance.
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Algorithm 1: Stiefel manifold gradient descent for PPP optimization.
Input : X, P, parameter 0 < p; < p2 < 1.

Output: Reconstruction basis U.

repeat

(S.1) Calculate the gradient according to (2).

(S.2) Calculate the curve as in (3).

(S.3) Initialize 7 to a non-zero value.

Calculate F'(Y (7)) = tr(G"Y' (7)), where Y'(7) = — (I + %A)il A (UJF;](T) ) ,

Y'(0) = —-AX,A=GUT —UG".

while F(Y (7)) > F(Y(0)) 4+ p1TF'(Y(0)) and F'(Y (7)) < p2F'(Y(0)) do
T3

end

10 until Convergence;
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