
  

 

Recently face recognition in unconstrained environment has attracted 
increasing attentions especially since the large scale unconstrained 
database Labeled Face in the Wild (LFW) [1] is released. 

LFW has two different training modes: image-restricted mode and 
image-unrestricted mode. In the former mode, only side-information, 
i.e., whether a pair of images belongs to the same class (also referred as 
image pairs hereafter), is available, while in the latter mode, the full 
class label information is provided. 

Most methods are evaluated under the image-restricted mode which 
only provides weakly-supervised side-information. Many of them deal 
with the side-information scenario by employing the typical two-class 
SVM classifier. However the multi-class methods including Fisherface 
[2] and its numerous extensions cannot be used in this scenario because 
the crucial class label information are not provided in the image-
restricted evaluation mode. 

In this work we propose a Side-Information based Linear 
Discriminant Analysis (SILD) method that can work well only with 
side-information, in which the within-class and between-class scatter 
matrices are computed by directly using the side-information. 
Specifically, the same-class image pairs are directly used to calculate the 
within-class scatter matrix and the different-class image pairs are 
employed to calculate the between-class scatter matrix. 

It is worth mentioning that our method is different from the two-
class FLDA, specifically only one projection direction can be obtained 
by using two-class Fisher Linear Discriminant Analysis (FLDA) while 
much more projection directions can be obtained by using our method. 
Moreover, we theoretically prove that, our SILD method is equivalent to 
multi-class FLDA when class labels are provided. 

Let us denote {( , ) : ( ) ( )}i j i jS x x l x l x  as the set of same-class 
image pairs and {( , ) : ( ) ( )}m n m nD x x l x l x   as the set of different-
class image pairs, with ( )l x representing the class label of image x . 
Then, the within-class and between-class scatter matrices can be 
respectively defined as follows: 
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Compared with FLDA, the new definition do not need know the 
identity of each sample and only use the weakly-supervised side-
information to directly calculate the total within-class and between-class 
scatter matrices.

 Similarly to FLDA, the projection matrix in SILD can be obtained 
by solving the following optimization problem: 
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If the full label information is available, the equation (1) and (2) can 
be reformulated as: 
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Given the new definition of within-class and between-class scatter 
matrices, the projection matrix of SILD can be solved as follows: 
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If all classes have the same number of samples, we further have: 

 arg max arg max
2

TT
Bsild T

opt optT T
W WW W

W S WW S W
W trace W

nW S W W S W

 
   

 
 

From the above equations, it is obvious that the projection matrix of 
SILD is identical to that of FLDA if the class label information is 
provided and all classes have the same number of samples. If each class 
has different number of samples, SILD is a variant of FLDA by focusing 
more on the classes with more samples (see the weight ni in (4)). When 
the class label information is unavailable, SILD can be considered as an 
approximation of FLDA by exploiting a small fraction of full class label 
information only. 

Inspired by [3], a more discriminative model can be learnt if the 
samples near the boundary are emphasized. However, the method in [3] 
cannot be directly used without the class label information. As in (1), the 
samples that are hard to be classified are already emphasized in the 
definition of sild

WS . On the other hand, for sild
BS , less attention is paid on 

the pair of samples that are more difficult. So, we reweight the pairs in 
sild
BS to emphasize the samples that are hard for classification as follows: 
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When the sild
BS  is calculated with (6), we refer to our method as 

‘Weighted SILD’. 
The proposed method is evaluated on the large-scale unconstrained 

LFW database combined with Intensity, LBP, Gabor and Block-Gabor 
features respectively. After fusion of these features as shown in Fig.1, 
the proposed method can achieve comparable performance using less 
feature types when compared with the state-of-the-art result. 

 

Figure 1: Performance of combined SILD and other state-of-the-art 
methods on the LFW database under image-restricted protocol. 
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