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Abstract

We present in this paper a multi-shot human re-
identification system from video sequences based on SURF
matching. Our contribution is about the matching step
which is crucial. In this context, we propose a new method
of SURF matching via sparse representation. Each SURF
Interest Point in the test sequence is represented by a sparse
representation of SURFs points in the reference dataset.
For efficiency purposes, a dynamic dictionary is selected
for each SURF from this dataset through KD-Tree Neighbo-
rhood search. Then a majority vote rule is applied to clas-
sify the test sequence. This approach is evaluated on two
public datasets : PRID-2011 and CAVIAR4REID. The ex-
perimental results show that our approach compares favo-
rably with and outperforms current state-of-the-art on the
two datasets by 1% to 7%.

1. Introduction
Person re-identification is an important task in visual sur-

veillance due to its diverse applications (tracking criminals
over multiple cameras, finding lost people, etc.) in different
places (shopping centers, hospitals, streets, etc.). In a ca-
mera network, and given two cameras possibly having dif-
ferent scene views, if a person leaves the view of one camera
and reappears in the other, the re-identification system must
be able to re-identify him/her and continue monitoring [23].

The re-identification task is challenging since it can be
sensitive to several factors such as varying appearances of
a person across the camera network. In fact, a person may
look different due to changes in camera characteristics, ca-
mera viewpoints, light conditions, poses, partial occlusions,
etc.

Methods of re-identification can be single-shot-based
[17]) or multiple-shot-based [16, 18]). In order to compare
re-identification system performances, several datasets are
available. For the single-shot method, we find VIPeR [17],
PRID-2011 single-shot version [20]. For the multi-shot me-
thod, we find CAVIAR4REID [12], ETHZ [28] and PRID-

2011 multi-shot version [20].
Overall, methods of re-identification can be classified

into two main approaches : global approaches and local ap-
proaches.

The former often exploit appearance features that in-
clude color and texture and are commonly used in the state-
of-the-art. For instance, Bak et al. [4] build an appearance
model based on Haar-like features and Dominant Color
Descriptors (DCD). Then, in order to obtain the most in-
variant and discriminative signature, an AdaBoost scheme
is applied to descriptors. In [14], several features are com-
bined to model three complementary aspects of the human
appearance : the overall chromatic content, the spatial ar-
rangement of colors into stable regions, and the presence
of recurrent local motifs with high entropy. Hirzer et al.
[19] compute a descriptive appearance representation enco-
ding the vertical color structure of a person and estimate the
transition between two cameras using a pair-wise estima-
ted metric to improve the classification results. In [27], an
appearance representation based on the Major Color Spec-
trum Histogram Representation (MCSHR) is considered to
cope with the typical illumination changes. In [8], Chro-
matic and Epitomic analyses are proposed to model the
human appearance. They incorporate complementary glo-
bal and local statistical descriptions of the human appea-
rance. Bedagkar-Gala et al. [9] propose an adaptive part-
based spatio-temporal model that characterizes person’s ap-
pearance using color and facial features.

For local approaches, on the other hand, a person sil-
houette is represented by several locally detected points or
patches. For instance, Gheissari et al. [16] extract spatio-
temporal interest points described by color and structural
information, then try to fit a triangulated graph to each per-
son to cope with pose variation. In [22], Implicit Shape Mo-
dels (ISM) based on SIFT descriptors are used to capture
the shape properties of a person. Interest point-based local
descriptors like PCA-SIFT and SURF are used in [2, 18]
to capture the local appearance variations. In [13], SURF
and color descriptors are combined to improve matching.
In a comparative study of state-of-the-art [6], interest point
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detectors and descriptors are evaluated for the task of re-
identification. Finally, Bingpeng et al. [26] propose a new
local descriptor for person re- identification encoded by Fi-
sher Vectors.

One of the main observations regarding state-of-the-art
re-identification methods is that there is no approach syste-
matically outperforming the others : each approach has its
own strengths and limitations. In this work, we consider a
re-identification local approach based on Interest Points be-
cause of their relative robustness towards camera view angle
change. State-of-the-art shows that many interest points’
detectors and descriptors are used. Interest points are em-
ployed in different fields such as object recognition [25],
face recognition [10] and action recognition [3]. Each me-
thod is characterized by its own description, invariance cri-
teria and running time. In the state-of-the-art, no method
systematically outperforms others since evaluations of dif-
ferent Interest Points show conflicting results. We have
carried out some initial investigation regarding SIFT and
SURF robustness on CASIA-B database [21] ; they showed
that SURF outperforms SIFT. Hence, in this work, SURF
[7] is used. To overcome the instability of these points, we
follow the multi-shot re-identification approach using all
images in order to increase the reproducibility of interest
points between two similar video scenes.

Several works based on the multi-shot approach and In-
terest Points Pair Matching have been considered [18, 13,
23]. These previous works share the same matching step
where each test Interest Point is matched to the closest re-
ference Interest Point. However, they differ in the matching
pair selection (Filtering step). In [18], an empirically preset
number of best matched points between query and reference
is chosen and a majority vote scheme is used to validate a
re-identification decision. In [13], a reference point p0 is
matched to a test point p1, if d(p1, p0) < s d(p1, pi) (∀ pi ∈
Reference, where s is a preset threshold, s <1 and d(., .) is
the Euclidian Distance). In [23], the empirical estimation of
a threshold is avoided and an automatic statistical method
of acceptance and rejection of SURFs correspondence ba-
sed on the likelihood ratio of two GMM is proposed. Our
work is different from [18, 13, 23] in the nature of Interest
Points matching itself. We can notice that in all the pre-
vious methods, Interest Point matching consists of determi-
ning for each test Interest Point the closest reference one
independently of the nature of video sequences. In fact, in
real conditions where the environment is uncontrolled and
many people can walk within the camera view, SURFs are
much noisier and more ambiguous. Thus, the information
of the closest reference SURF is insufficient to identify the
test SURF.

Our idea consists of representing each test SURF as the
sparsest linear combination of reference SURF points, and
then exploiting the latter to identify the test SURF. Sparse

representation of signals has been studied since two decades
but only recently it became popular after its application for
face recognition [31]. Since then, it also has been used in
other computer vision fields such as gait recognition, speech
recognition and person re-identification. Our approach is
different from [31] in 2 points. First, Sparse representation
in [31] is global (Face representation as a whole), while
ours is local (Sparse representation for each SURF in the
silhouette). Second, in [31], for each sparse representation,
the dictionary consists of all reference samples, while in our
approach we use a reduced and dynamic dictionary of few
selected reference SURFs as will be explained in section
3. Our approach is scalable to large datasets. It is different
from [30] where one global sparse representation for each
silhouette is found. Our contribution consists of computing
for each test SURF a local sparse representation, indepen-
dently of the other SURFs. For each representation, a dy-
namic dictionary of small size is generated. This dictionary
is dynamic in the sense that it changes for each SURF and
is selected based on a preset number of closest reference
SURFs generated by a KD-Tree Neighborhood search.

This paper is structured as follows. In section 2, we des-
cribe the principle of sparse representation in the context of
SURF matching. In section 3, we present the major stages
of our re-identification system. The experimental results of
our approach are given in section 4. Conclusions and pers-
pectives are finally presented.

2. SURF-based Sparse Representation
The main idea of sparse representation is to find a re-

presentation of a signal involving the smallest number of
elements of a preselected dictionary. Given a signal y ∈ RD
and a dictionary Φ ∈ RD×K (D ≺≺ K), there is an infinite
number of solutions α verifying :

y = Φα (1)

The objective of sparse representation is to find the spa-
rest solution αs of Equation 1. In the context of SURFs mat-
ching, let us consider a query SURF y and a set of reference
SURFs associated with M identities (persons). First, the re-
ference dataset is arranged into a matrix (called dictionary),
which is built using reference SURFs : {Si,j} ∈ RD, i=1
... M, j = 1 ... ki, where ki denotes the number of reference
SURFs for the i-th identity, and K=k1+k2+...+kM denotes
the number of SURFs in the reference dataset. The ki refe-
rence SURFs of the i-th identity constitute the columns of
the matrix Φi :

Φi = [Si,1;Si,2; ...;Si,ki ] (2)

All K SURFs from the reference dataset are combined to
form the matrix Φ :

160



Φ = [Φ1; Φ2; ...; ΦM ] = [S1,1;S1,2; ...;SM,kM ] (3)

Hence, we represent the query SURF y as a linear combina-
tion of all the reference SURFs :

y = Φαs = [Φ1; Φ2; ...; ΦM ]αs (4)

where αs is a sparse coefficient vector and ideally can be
written as the following :

αs = [0, ..., 0, αi,1, αi,2, ..., αi,ki , 0, ...0]T (5)

In this ideal case, αs has non-zero entries associated only
with the i-th identity corresponding to the real identity of
y. In noisy conditions, however, coefficients associated with
other identities may be non null.

The sparse representation problem consists of finding the
sparsest solution αs of Equation 4. Mathematically, the pro-
blem can be written as l0-norm minimization :

αs = min
α
||α||0 subject to y = Φα (6)

To find the sparsest solution αs without NP-hard com-
plexity, it is sufficient to solve an l1-norm minimization pro-
blem :

αs = min
α
||α||1 subject to y = Φα (7)

To take into account noise, the problem of Equation 7 can be
generalized to the LASSO (Least Absolute Shrinkage and
Selection Operator) [29] formulation as following :

αs = min
α
||Φα− y||22 subject to ||α||1 ≤ ε (8)

where ε is a preset threshold. Another equivalent formula-
tion to LASSO uses a scalar regularization parameter to ad-
just the tradeoff between sparsity and error reconstruction :

αs = min
α

(||Φα− y||22 + λ||α||1) (9)

After calculating the sparsest solution, the non-zero co-
efficients of αs can be used to determine the identity of the
query SURF y.

3. The person re-identification system

Our approach basically consists of three stages : 1) Fea-
ture extraction using SURF, 2) SURF identification via
sparse representation and 3) Person re-identification based
on majority vote rule. Figure 1 shows the flowchart of our
approach.

FIGURE 1. Re-identification stages

3.1. Feature extraction

Several interest point detectors and descriptor are found
in the literature like SIFT and SURF. SURF [7] is used in
this work due to its fast computation and relatively scale
and rotation invariance. SURF operates in two main stages,
namely the detector and the descriptor stages. SURF uses
the determinant of the Hessian matrix to detect the inter-
est points. The detector analyzes an image and returns a list
of centers of interest points. The SURF descriptor captures
information from the region around the interest point. This
description is built from local intensity differences. In fact,
a SURF descriptor of dimension 64 is computed as a sum
of local intensity differences within a 4x4 grid around the
interest point. These intensity differences are calculated as
responses to first-order Haar-Wavelets. For illumination in-
variance, the descriptor is normalized to unit length [23].
Figure 2 shows the detected SURF points within a sample
from the used dataset.

FIGURE 2. Feature extraction

3.2. SURF identification via sparse representation

The re-identification system consists of classifying each
test SURF independently. To identify one SURF, three steps
are applied : 1) Dictionary construction, 2) Sparse represen-
tation and 3) Identity assignment.
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3.2.1 Dictionary construction

As explained above, generally, the dictionary consists of
all elements of the reference dataset. Thus for typical re-
identification datasets, we would have to consider dictiona-
ries of millions of reference SURFs. The computation time
for finding a sparse representation for one SURF will then
be huge. In this work, for each test SURF a dynamic and
reduced dictionary A is chosen consisting of the N closest
SURFs from the reference dataset. The dimension of A is
DxN where each column represents a SURF description of
dimension D=64 and N is empirically set to 200. To acce-
lerate the search of Nearest Neighbors, a KD-tree is used
[15].

3.2.2 Sparse representation

In our experiments, the popular sparse representation al-
gorithm LASSO is chosen because it takes into account the
fact that SURFs are noisy. This algorithm takes as input one
test SURF and the corresponding dictionary dynamically
built and outputs a vector with most coefficients equal to
zero. Figure 3 shows the inputs and outputs of the LASSO
algorithm.

FIGURE 3. Inputs and outputs of LASSO

3.2.3 Identity assignment

After calculating the sparse representation of SURF, the
question becomes : how can we use non-zero coefficients
of the previous representation to assign an identity to a test
SURF ? To perform such an assignment, a residual is calcu-
lated for each identity i having at least one non-zero coeffi-
cient in the following manner :
Denote L the number of identities having at least one non-
zero coefficient in αs. Let y be a SURF description and A
the corresponding dictionary.
We compute first xi : i=1...L, as following :

xi = [0, ..., 0, αi,1, αi,2, ..., αi,ki , 0, ...0] (10)

xi is a coefficient vector obtained from αs with all elements
zero except those associated with the identity i. The closest
identity for the test (query) SURF satisfies the following
equation :

j = arg min
i

(||y −Axi||22) (11)

j corresponds to the identity minimizing the reconstruction
residual of y. Thus, the identity of the test SURF y is assi-
gned to j.

3.3. Human re-identification

Human re-identification basically consists of two stages.
1) SURF identification via sparse representation and 2) ma-
jority vote decision rule. Given a test sequence and a refe-
rence dataset, the objective is to assess whether a sequence
from the same person as the test sequence is within the refe-
rence dataset. In the first step, each SURF from the test se-
quence is classified into one identity from the reference da-
taset via sparse representation as explained in section 3.2. In
the second stage, the found reference identities are submit-
ted to the majority vote decision rule. For each test SURF,
a vote is added to the person associated with the reference
selected identity. The person obtaining the majority of votes
is claimed as the re-identified person.

4. Experimental results

We evaluated our approach on two public datasets : CA-
VIAR4REID [12] and PRID-2011 multi-shot version [20].
Results are shown in terms of the Cumulative Matching
Characteristic (CMC) curve associated with the identifica-
tion rate as commonly used in the literature.

4.1. Results on CAVIAR4REID

CAVIAR4REID [12] has been extracted from the CA-
VIAR database [11]. The recorded videos were captured
from two different cameras in an indoor shopping center in
Lisbon. The pedestrians’ images have been cropped using
the provided ground truth. From the 72 different individuals
identified (with image sizes varying from 17x39 pixels to
72x144 pixels), 50 people are captured by both views and
22 from only one camera. For each pedestrian, 10 images
from each camera view are selected, maximizing the va-
riance with respect to resolution changes, light conditions,
occlusions, and pose changes (see samples in Figure 4).

FIGURE 4. Some images of CAVIAR4REID, each pair portraying
the same individual

The CMC curve obtained by our approach is shown in
Figure 6. Table 1 shows different methods performances
(identification rate at rank 1) found in the state-of-the-art.
The approaches based on appearance features (SDALF)
[24] and MRGC [5] using essentially color descriptors
achieve 10% of correct identification. The approach presen-
ted in [23] based on SURF matching and probabilistic fil-
tering achieves 16% of correct identification. Our approach
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achieves an identification rate of 18%, which is slightly hi-
gher than the one obtained in [12] 1 and based on spatial-
temporal color features. CMC curves sources of [24, 12] on
CAVIAR4REID are not available to reproduce along with
ours in the same figure.

TABLE 1. Results comparison on CAVIAR4REID
Approach Re-identification rate (%)

Authors of [5] appear in [24] 10
[24] 10
[23] 16
[12] 17

Our approach 18

4.2. Results on PRID-2011

The dataset PRID-2011 2 (multi-shot version) [20] was
created in 2011 by the Austrian Institute of Technology. The
movies were obtained from two cameras (A and B) located
on the street (Figure 5). 385 people were filmed by camera-
A and 749 people were filmed by Camera-B (200 are com-
mon to the two cameras). The evaluation consists of sear-
ching the common 200 people filmed by Camera-A in the
gallery set (Camera-B) of 749 people.

FIGURE 5. Samples images from PRID-2011. Upper and lower
rows correspond to different camera views

Figure 6 shows the obtained CMC (From rank 1 to rank
10) on the PRID-2011 dataset compared to the state-of-the-
art. Table 2 shows different methods performances (identifi-
cation rate at rank 1). The approach of [23] based on SURF
matching and probabilistic filtering gives 22% of correct
identification. [20] achieves 19.18% 3 of correct identifica-
tion. Authors of [20] combine an appearance descriptor ba-
sed on a set of region covariance and a discriminative model
based on boosting feature selection. Our approach achieves
29% of correct identification.

1. The work in [12] was carried out by the team that produced CA-
VIAR4REID dataset.

2. This is actually a cleaned version [1].
3. Note that although the authors in [20] refer to the whole Prid-2011

dataset, their results are actually obtained on the cleaned version, as shown
in the website [1].

TABLE 2. Results comparison on PRID-2011.
Approach Re-identification rate (%)

[20] 19.18
[23] 22

Our approach 29

FIGURE 6. Left :CMC performance on CAVIAR4REID of our ap-
proach, Right : Comparison of CMC performances on PRID-2011

4.3. Comparison of results

Note that our approach and [23], both are based on
SURFs matching. On PRID-2011, our approach outper-
forms [23] at all ranks and achieves an improvement of 7%
in the rate of re-identification at rank 1. This improvement is
significant given the large size of the dataset and proves that
the sparse representation can provide richer information for
decision making than [23] and other interest point matching
methods like [18, 13]. Compared to [20], our approach be-
comes less efficient starting from rank 6. However, our ap-
proach outperforms [20] from rank 1 to rank 5 and achieves
an improvement of 9.82 % in the rate of re-identification at
rank 1. This improvement is also significant and shows the
power of sparse representation compared to [20] that is the
combination of two methods.

Sparse representation is better again on CAVIAR4REID.
The improvement is small compared to the one obtained
on PRID-2011, maybe because the database is small and
few images only are available per person on the contrary of
PRID-2011.

5. Conclusion

This paper has studied the performance of a multi-shot
human re-identification system based on SURF matching.
It proposed a new method of SURF matching via sparse re-
presentation that consists of representing each test SURF as
the sparsest linear combination of reference SURFs. For ef-
ficiency, a dynamic dictionary is selected based on a preset
number of closest reference SURFs obtained by KD-Tree
Neighborhood search. The results obtained in our experi-
ments show the relative power of sparse representation to
match each Interest Point in noisy and ambiguous condi-
tions that are inherent to real video sequences. Our approach
compares favorably with the state of the art mainly on the
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large dataset Prid-2011.
In the future, we will focus on other exploitations of the

non-zero coefficients of the sparse representation in order
to assign an identity to a SURF test. On the other hand, we
will investigate the cooperation of re-identification methods
based on color, Interest Points and/or other methods depen-
ding on the complexity of scene.
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