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Abstract

In this paper, we propose a strategy of multi-SVM incre-
mental learning system based on Learn++ classifier for de-
tection of predefined events in the video. This strategy is of-
fline and fast in the sense that any new class of event can be
learned by the system from very few examples. The extrac-
tion and synthesis of suitably video events are used for this
purpose. The results showed that the performance of our
system is improving gradually and progressively as we in-
crease the number of such learning for each event. We then
demonstrate the usefulness of the toolbox in the context of
feature extraction, concepts/events learning and detection
in large collection of video surveillance dataset.

1. Introduction

The proliferation of cameras in video surveillance sys-
tems creates a flood of information increasingly important,
which is difficult to analyze with standard tools. If the im-
age processing techniques currently used to detect abnormal
events (such as cars against the sense objects abandoned),
the search video data in a post, for example to find events of
interest, represents a huge task if it must be done manually.
Therefore, it is necessary to develop solutions in order to
aid the search in a sequence of video surveillance. In this
type of sequence, the user does not scenes or visuals, as in
the case of excavation in movies or video archive, but rather
events. The main use cases of search in data from video
surveillance are:

∙ Detection and search of special events.

∙ To lead and / or optimize the methods of classification
and automatic detection of abnormal events.

∙ For the management of infrastructure, for example;
roads, access to shopping malls and public spaces.

Work on the annotation and retrieval of video data is very
numerous. In our case, only the particular case of video

surveillance will be addressed. This presents some specific
characteristics that include:

∙ Using a fixed camera. Then, there is a background im-
age that can be separate objects of interest easily.

∙ We can observe different types of visual objects (per-
son, package, car, etc..) and extract their characteris-
tics (appearance / disappearance, position, direction,
speed) The semantic description is relatively small
even for specific applications ( detection of cars, peo-
ple tracking, detection of abandoned packages).

We can also distinguish the methods involved in detect-
ing rare events (abandoned packages, etc...). Methods per-
forming a detection of current event (counting cars, etc.).
Many events can be represented as object activities and in-
teractions (such as Walking and Airplane Flying), and show
different motion patterns. Motion is thus an important cue
in describing the course of an event, and has been employed
in some previous works in order to capture the event evo-
lution information. In [3], a new integrated robot vision
system designed for multiple human tracking and silhou-
ette extraction using an active stereo camera. A fast his-
togram based tracking algorithm is presented by using the
mean shift principle. In [4] a hybrid method that combines
HMM with SVM to detect semantic events in video is pro-
posed. The proposed detection method has some advan-
tages that it is suitable to the temporal structure of event
thanks to Hidden Markov Models (HMM) and guarantees
high classification accuracy thanks to Support Vector Ma-
chines (SVM). The performance of this method is com-
pared with that of HMM based method, which shows the
performance increase in both recall and precision of seman-
tic event detection.

We propose in this paper a technique for detection of
events based on a generic learning system called M-SVM
(Multi-SVM). The objective is to enable the detector to
cause various types of events by presenting an incremen-
tal way a significant number of examples and for the sake
of genericity. Examples of application of this technique are
the intelligent video surveillance of airports and shopping
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malls for the automatic detection of events such as the dis-
appearance of objects or detecting events that may consti-
tute a threat to report them to an operator human (person
leaving a package for example).

2. Overview of our system

We propose in Figure 1 our system of detection and
recognition event in the video. This system allows describ-
ing the main treatments that can be induced to make and
their goals. There are two steps for the recognition event:
the first is to learn the event description from a database of
examples (learning), the second will detect and recognize
an event from his description extracted from key frames
(classifications).

Figure 1. Global Overview of our System (I-VidEvDetect)

Learning Phase
Event Description: The purpose of this step is to obtain a
data representation which is then used for learning, Learn-
ing: from a set of copies, we construct a representation of
classes.
Recognition Phase
Pre-processing: noise removal, normalization, resampling,
contrast enhancement, etc. ...
Segmentation: extracting interest areas of images (contour
approach or region)
Description of events: the extraction of data representation
compatible with the decision tools used, Assignment: As-
signing an event unknown to a class (with the possibility of
having an index of confidence) Post-treatment: validation
of analysis decisions on the basis of knowledge. In our sys-
tem we target six class of event. We divide this list of events
into two categories:
Collaborative events:

∙ Embrace

∙ People Split Up

Individual events:

∙ Elevator No Entry

∙ Object Put

∙ Person Runs

∙ Opposing Flow

Figure 2. Elevator No entry event.

Person Run

Embrace

Figure 3. Person Run and Embrace events.

3. Supported Visual Feature Extraction

We use a set of different visual descriptors at various
granularities for each frame, rid of the static background
and the moving objects, of the video shots. The relative
performance of the specific features within a given feature
modality is shown to be consistent across all events. How-
ever, the relative importance of one feature modality vs. an-
other may change from one event to the other. In addition to
the descriptors that are described in a recent paper [9], we
use the following descriptors:

∙ The moments of Hu: These moments are invariant un-
der translation and scaling. The moments of Hu [5]
are calculated from standardized moments and are in-
variant under translation, rotation and scaling. These
moments are number 7.
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Opposing Flow

People Split Up

Figure 4. Opposing Flow and People Split Up events.

∙ Zernike moment [2]: Zernike moment has many in-
variant characteristics, including translation invari-
ance, rotation invariance and scale invariance. We use
the 10-order Zernike moment, there are 36 elements in
the image Zernike moments shape feature vector and
one 37-dimensional vector is used to represent it.

∙ Motion Activity: The descriptors that we use are cor-
responded to the energy calculated on every sub-band,
by decomposition in wavelet of the optical flow esti-
mated between every image of the sequence. We use
two optical flow methods the first is Horn-Schunck and
the second is the Lucas-Kanade method described in
[1]. We obtain two vectors of 10 bins everyone; they
represent for every image a measure of activity sensi-
tive to the amplitude, the scale and the orientation of
the movements in the shot.

Figure 5. SIFT Features Example.

4. Combining single SVM classifier for learn-
ing video event

Support Vector Machines (SVMs) have been applied
successfully to solve many problems of classification and
regression. However, SVMs suffer from a phenomenon
called ’catastrophic forgetting’, which involves loss of in-
formation learned in the presence of new training data.
Learn++ [6] has recently been introduced as an incremental
learning algorithm. The strength of Learn++ is its ability to
learn new data without forgetting prior knowledge and with-
out requiring access to any data already seen, even if new
data introduce new classes. To benefit from the speed of
SVMs and the ability of incremental learning of Learn++,
we propose to use a set of trained classifiers with SVMs
based on Learn++ inspired from [10].
Experimental results of detection of events suggest that the
proposed combination is promising. According to the data,
the performance of SVMs is similar or even superior to that
of a neural network or a Gaussian mixture model.

4.1. SVM Classifier

Support Vector Machines (SVMs) are a set of super-
vised learning techniques to solve problems of discrimi-
nation and regression. The SVM is a generalization of
linear classifiers. The SVMs have been applied to many
fields (bio-informatics, information retrieval, computer vi-
sion, finance ...). According to the data, the performance
of SVMs is similar or even superior to that of a neural net-
work or a Gaussian mixture model. They directly imple-
ment the principle of structural risk minimization [8] and
work by mapping the training points into a high dimen-
sional feature space, where a separating hyperplane (𝑤, 𝑏)
is found by maximizing the distance from the closest data
points (boundary-optimization). Given a set of training
samples 𝑆 = {(𝑥𝑖, 𝑦𝑖)∣𝑖 = 1, ..,𝑚}, where 𝑥𝑖 ∈ 𝑅𝑛 are
input patterns, 𝑦𝑖 ∈ +1,−1 are class labels for a 2-class
problem, SVMs attempt to find a classifier ℎ(𝑥), which
minimizes the expected misclassification rate. A linear
classifier ℎ(𝑥) is a hyperplane, and can be represented as
ℎ(𝑥) = 𝑠𝑖𝑔𝑛(𝑤𝑇𝑥 + 𝑏). The optimal SVM classifier can
then be found by solving a convex quadratic optimization
problem:

𝑚𝑎𝑥︸︷︷︸
𝑤,𝑏

1
2 ∥𝑤∥2 + 𝐶

∑𝑚
𝑖=1 𝜉𝑖 𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜

𝑦𝑖 (⟨𝑤, 𝑥𝑖⟩+ 𝑏) ≥ 1− 𝜉𝑖 𝑎𝑛𝑑 𝜉𝑖 ≥ 0

(1)

Where 𝑏 is the bias, 𝑤 is weight vector, and 𝐶 is the regu-
larization parameter, used to balance the classifier’s com-
plexity and classification accuracy on the training set 𝑆.
Simply replacing the involved vector inner-product with a
non-linear kernel function converts linear SVM into a more
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flexible non-linear classifier, which is the essence of the fa-
mous kernel trick. In this case, the quadratic problem is
generally solved through its dual formulation:

𝐿 (𝑤, 𝑏, 𝛼) =
∑𝑚

𝑖=1 𝛼𝑖 − 1
2 (
∑𝑚

𝑖=1 𝑦𝑖𝑦𝑗𝛼𝑖𝛼𝑗𝐾 (𝑥𝑖, 𝑥𝑗))

𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 𝐶 ≥ 𝛼𝑖 ≥ 0 𝑎𝑛𝑑
∑𝑚

𝑖=1 𝑦𝑖𝛼𝑖𝑦𝑖 = 0
(2)

where 𝑎𝑖 are the coefficients that are maximized by La-
grangian. For training samples 𝑥𝑖, for which the functional
margin is one (and hence lie closest to the hyperplane),
𝛼𝑖 ≻ 0. Only these instances are involved in the weight
vector, and hence are called the support vectors [7]. The
non-linear SVM classification function (optimum separat-
ing hyperplane) is then formulated in terms of these kernels
as:

ℎ (𝑥) = 𝑠𝑖𝑔𝑛

(
𝑚∑
𝑖=1

𝛼𝑖𝑦𝑖𝐾 (𝑥𝑖, 𝑥𝑗)− 𝑏

)
(3)

4.2. M-SVM Classifiers

M-SVM is based on Learn++ algorithm. This latter, gen-
erates a number of weak classifiers from a data set with
known label. Depending on the errors of the classifier gen-
erated low, the algorithm modifies the distribution of ele-
ments in the subset according to strengthen the presence of
the most difficult to classify. This procedure is then repeated
with a different set of data from the same dataset and new
classifiers are generated. By combining their outputs ac-
cording to the scheme of majority voting Littlestone we ob-
tain the final classification rule.
The weak classifiers are classifiers that provide a rough es-
timate - about 50% or more correct classification - a rule of
decision because they must be very quick to generate. A
strong classifier from the majority of his time training to re-
fine his decision criteria.
Finding a weak classifier is not a trivial problem and the
complexity of the task increases with the number of differ-
ent classes, however, the use of NN algorithms can correctly
resolved effectively circumvent the problem. The error is
calculated by the equation:

𝑒𝑟𝑟𝑜𝑟𝑡 =
∑

𝑖:ℎ𝑖(𝑥𝑖) ∕=𝑦𝑖

𝑆𝑡 (𝑖) [∣ℎ𝑡 (𝑥𝑖) ∕= 𝑦𝑖∣] (4)

with ℎ − 𝑡 : 𝑋 → 𝑌 an hypothesis and where 𝑇𝑅𝑡 is
the subset of training subset and the 𝑇𝐸𝑡 is the test subset.
The synaptic coefficients are updated using the following
equation:

𝑤𝑡+1 (𝑖) = 𝑤𝑡 (𝑖) ∗
{

𝛽𝑡 𝑖𝑓 𝐻𝑡 (𝑥𝑖) = 𝑦𝑖
1 𝑒𝑙𝑠𝑒

}
(5)

Where 𝑡 is the iteration number, 𝐵𝑡 composite error and
standard composite hypothesis 𝐻𝑡.

Figure 6. M-SVM classifier

Finally, M-SVM classifier (figure 6) is based on the fol-
lowing intuition: The ensemble is obtained by retraining
a single SVM using strategically updated distribution of the
training dataset, which ensures that examples that are mis-
classified by the current ensemble have a high probability
of being resampled. The examples that have a high proba-
bility of error are precisely those that are unknown or that
have not yet been used to train the previous classifiers. Dis-
tribution update rule is optimized for incremental learning
of new data.
In our approach we replace each weak classifier by SVM.
After 𝑇𝑘 classifiers are generated for each 𝐷𝑘, the final en-
semble of SVMs is obtained by the weighted majority of all
composite SVMs:

𝐻𝑓𝑖𝑛𝑎𝑙 (𝑥) = 𝑎𝑟𝑔 𝑚𝑎𝑥︸︷︷︸
𝑦∈𝑌

𝐾∑
𝑘=1

∑
𝑡:ℎ𝑡(𝑥)=𝑦

𝑙𝑜𝑔
1

𝛽𝑡
(6)

5. Experimental Results

To assess the performance of our algorithm, we use a part
of TRECVID’2009 video data for event detection task. The
database consist of Airport surveillance video. We targeted
six events: ’Person Runs’, ’People Split Up’, ’Object Put’,
’Embrace’, ’Elevator No Entry’ and ’Opposing Flow’ (see
figure 2, 3 and 4). The video dataset are divided into five
sets one set for every event. Every dataset is divided into
4 sets, 3 sets to learning process and one set to classifying
process.

5.1. System Setup

All features described in 3 are extracted from every key-
frame of every shot.
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Table 1. Event detection Results (Run 1: with 20 learning Samples,
Run 2: with 30 learning Samples)

Run 1 Run 2

Event A.NDCR M.NDCR A.NDCR M.NDCR
Embrace 1.143 0.991 1.121 0.971

PeopleSplitUp 3.522 0.993 3.371 0.963
ElevatorNoEntry 0.361 0.342 0.321 0.312

ObjectPut 1.376 0.999 1.154 0.972
PersonRuns 1.177 0.986 1.116 0.954

OpposingFlow 1.142 1.124 0.999 0.943

One against all M-SVM model for each event of each cam-
era view:
120 models are built (6 actions * 5 camera views): 2 models
per action and per camera views. The first one is obtained
by the global-descriptor-based events detection and identi-
fier subsystem of I-VidEvDetect. The second model is ob-
tained by Rich-descriptor-based events detection subsystem
of I-VidEvDetect (figure 7).

Figure 7. Intelligent-Video Event Detection (I-VidEvDetect)

5.2. Performance evaluation of our system

To evaluate the performance of our system we use the
TRECVID’2009 event detection metrics. The evaluation
uses the Normalized Detection Cost Rate (NDCR).
NDCR is a weighted linear combination of
the system’s Missed Detection Probability and
False Alarm Rate (measured per unit time).
The measure’s derivation can be found in
(ℎ𝑡𝑡𝑝 : //𝑤𝑤𝑤.𝑖𝑡𝑙.𝑛𝑖𝑠𝑡.𝑔𝑜𝑣/𝑖𝑎𝑑/𝑚𝑖𝑔/𝑡𝑒𝑠𝑡𝑠/𝑡𝑟𝑒𝑐𝑣𝑖𝑑/2009
/𝑑𝑜𝑐/𝐸𝑣𝑒𝑛𝑡𝐷𝑒𝑡09−𝐸𝑣𝑎𝑙𝑃 𝑙𝑎𝑛− 𝑣03.ℎ𝑡𝑚) and the final
formula is summarized below. Two versions of the NDCR
will be calculated for the system: the Actual NDCR and
the Minimum NDCR.
The actual and minimum NDCRs for each of the events
can be seen in Table 1. We have achieved very competitive
minimum DCR results on the events of embrace, people
Split UP, Object Put, opposing Flow and especially for

Elevator No Entry. We did not extensively tune parameters
with the aim of producing low actual DCR score; our actual
DCR looks relatively higher (the lower the score, the better
the performance). But our system achieved very good
minimum DCR scores.

6. Conclusion

Event detection in surveillance video becomes a hot re-
search topic of multimedia content analysis nowadays. In
this paper, we have presented a strategy of incremental
learning system for detection of predefined events in the
video surveillance dataset. The results obtained so far are
interesting and promoters. The advantage of this approach
its allows human operators to use context-based queries and
the response to these queries is much faster. We have re-
cently focused on detecting and tracking people in image
sequences to improve the accuracy of our system.
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