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Abstract

We propose an edge segment based statistical back-
ground modeling algorithm and a moving edge detection
framework for the detection of moving objects. We analyze
the performance of the proposed segment based statistical
background model with traditional pixel based, edge pixel
based and edge segment based approaches. Existing edge
based moving object detection algorithms fetches difficulty
due to the change in background motion, object shape, il-
lumination variation and noise. The proposed algorithm
makes efficient use of statistical background model using
the edge-segment structure. Experiments with natural im-
age sequences show that our method can detect moving ob-
jects efficiently under the above mentioned environments.

1. Introduction

Detection of moving object is an important research
topic for the past few decades covering prevalent appli-
cations in a variety of disciplines. A simplest but popu-
lar method for moving object detection is background sub-
traction. Here, moving objects are obtained by subtracting
background reference image from current image followed
by thresholding. Choosing optimum threshold value is ap-
plication dependent and very difficult to achieve. Detecting
moving object becomes more challenging where there are
motion variations in the background. Background model-
ing is thus the core technique for background subtraction
based methods. There are extensive surveys on moving
object detection methods [14], [9]. To model background
is time consuming and complex. Moreover, modeling ev-
ery background pixel is difficult since intensity feature is
very prone to illumination change. It also suffers from dy-
namisms of the environment [6]. Thus, some methods try to
improve the performance of background modeling by utiliz-
ing spatial features like edge, corner, contour of the bound-
ary, etc. [14] Edge is more robust than intensity in the il-

lumination changing situation. Edge extraction can signifi-
cantly reduces data access rate and discard less useful infor-
mation by keeping important structural property of an im-
age [17]. Thus, processing edge image is much faster than
processing intensity image. These features attract many re-
searchers to work with edge information for various appli-
cation domain including object detection, tracking, change
detection, recognition, etc. Existing boundary based mov-
ing object detection methods use edge differencing [12].
However, they treat every edge pixel individually. Most of
the existing edge pixel based approaches suffer from ran-
dom noise. Pixel by pixel matching of edge segments is
not suitable for matching due to higher computational cost.
Edge segments extracted from each frames does not always
shows consistency within frames. Kim and Hwang detected
moving objects from sequence images by using edge differ-
encing method with a combination of three edge map [10].
Using edge pixel differencing method they compute cur-
rent moving edges and temporary moving edges. Finally,
moving edges are determined by applying logical 𝑂𝑅 op-
eration between them. Their method does not update the
background model. Thus, the method cannot handle dy-
namic background and results in higher false alarm. To
solve the problem of handling dynamic background, Dailey
et al. [4] computes moving object without using any back-
ground. In their method, two edge maps are extracted from
the edge difference image of three consecutive frames. Fi-
nally, the moving edges are extracted by applying logical
𝐴𝑁𝐷 operation between the two edge maps. Here, the
method makes exact matching between edge pixels from
the two edge maps. Due to random noise or small cam-
era movement, edge pixel position may change in consec-
utive frames. Therefore, exact edge matching is not suf-
ficient to detect moving objects. The method also fails to
detect slowly moving objects and thus cannot be used for
real-time applications. Hossain et al. [8] utilizes edge seg-
ment structure while detecting moving objects. There al-
gorithm is dependent upon some initial training frames for
generating background model which should be solely ideal,
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i.e., without any moving objects. In case of a surveillance
area, a busy street or in a public place, it is very difficult to
collect training background frames without any moving ob-
jects in it. For matching background edge segment as well
as stopped moving object’s edge segment (edge segments
from a car that stops moving in the scene), they have used
same chamfer distance [2] based matching method. Since
every segment of the background does not usually have uni-
form motion variation, it is not suitable to use a common
global distance threshold for matching them. There should
be a different matching method to match background edge
segment and to match moving edge segment for the robust-
ness of moving edge detection. Our work is similar to the
work proposed by Hossain et al. [8], but we emphasize seg-
ment matching problems differently. We use a statistical
background model to handle each background segment sep-
arately as the motion information of every background seg-
ment is not the same. We applied edge specific threshold
value for matching every background edge segment using a
Statistical Distribution Map. Moreover, our method is not
dependent upon the ideal training reference frames. We can
generate background model even when there are moving
objects present in the scene. Hence, our method overcomes
the drawbacks of the method proposed by Hossain et al.

In our method, we extract edges from video frames using
canny edge detector [3] and then represent them as a struc-
ture of edge segments using an efficiently designed edge
class [1]. We do not process intensity values individually
rather all the edge pixels of a segment are processed to-
gether. We employ statistical background model to adapt
the motion variation of the background environment. The
proposed method detects background edge segments using
Statistical Distribution Map (SDM), and verifies moving
edge segments using Chamfer Distance Map (CDM) [2].
To solve the problem of dynamic background, background
model updating scheme is used to handle the change in
background scene and illumination variation. Our method
can tolerate camera jittering or calibration error in a limited
scale. It takes less time to process since we do not need to
search every edge pixel individually unlike the traditional
methods. Thus, our method utilizes the robustness of edge
segment structure and utilizes statistical background model
to facilitate fast and flexible edge segment matching for the
detection of moving object.

2. Background Modeling

Background modeling is used to adapt the change in the
dynamic environment. It is very challenging for every back-
ground subtraction based method. Traditional method uti-
lizes temporal differencing or optic flow based method. The
temporal differencing method utilizes two or more consec-
utive frames to extract moving regions [11]. Optical flow
uses the characteristics of flow vectors of the moving ob-

jects over time [13]. If the background contents are not vis-
ible for long time, all these methods will fail to generate
accurate background model. These methods are vulnera-
ble and prone to false detection, if the temporal changes are
generated by noise or illumination change due to weather
condition [7]. Considering the robustness, suitability and
reduced data access rate, current research has focused on the
benefit of edges structure in processing sequence images.
But edges show shape and size variation within frames due
to the changes in illumination and noise. Moreover, the
variations for different edges are not the same. Without
considering this variation from the environment, detectors
output cannot be reliable. To solve this problem, we repre-
sent edge as segment, that allows us to incorporate knowl-
edge to every edge segment about its motion, shape, posi-
tion, and size variation. And thus, it helps us to model the
environment using the statistics of all edge segments. Fig. 1
describes the necessity to incorporate statistical information
for background modeling. As is shown in Fig. 1, edges in
reference image change their position due to illumination
variation, noise, reflectance and for the movement in the
air. Fig. 1(a) shows a sample background reference image.
Fig. 1(b) is composed of reference edge list extracted from
a single reference image. Fig. 1(c) is made from the super-
imposition of twenty five reference edge lists. It is clear that
edges change their position and thus the edges in the super-
imposed edge image have thick lines. This thickness of the
line indicates the movement statistic for that corresponding
reference edge segment. Again, from Fig. 1(d), which is
made from 50 reference edge images, we see that the move-
ment statistic for different reference edge segments is dif-
ferent. Thus, in our proposed method, we treat them differ-
ently, i.e., segments having small motion variation statistic
will be matched with a high threshold, while a low threshold
may be used for those having large motion variation (e.g.
the branches of a tree).

3. Structure of the Proposed Method

The proposed method includes statistical background
modeling, the verification of moving edge segments, and
updating the temporary background model. The system
maintains two background reference edge lists and a mov-
ing edge list. The first reference edge list is Static Back-
ground Edge List (SBEL), obtained by accumulating the
training set of extracted background edge image followed
by thinning. The other reference edge list is the Tempo-
rary Background Edge List (TBEL) that is updated at every
frame. Moving Edge List (MEL) is composed of moving
edges, detected at current frame. Each edge segment in the
three lists has its position, motion, size, and shape variation
information. Additionally, edge segments from TBEL and
MEL has a weight value with them. TBEL is formed by
including edge segments from MEL having higher weight
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(a) (b) (c) (d)

Figure 1. (a) A sample background reference image. (b) Edges from a single background reference image. (C) Edges from 25 superimposed
background reference edge images. (d) Edges made from the accumulation of 50 superimposed background reference edge image.
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Figure 2. The framework of the proposed moving edge detection
method.

value. Therefore, moving edge segments staying in the
same position for longer period of time is considered as
temporary background edge. The framework of the pro-
posed moving edge detection method is given in Fig. 2.

3.1. Edge Segment based Statistical Background
Model

Accuracy of matching background edges in a video se-
quence suffers from position and shape variation in different
frames due to illumination change, background movement,
camera movement and noise. This variation differs from
edge to edge even for the same scene. Fig. 3 illustrates the
characteristics of background edges for consecutive frames.
Fig. 3(a) and Fig. 3(b) shows two consecutive background
edge image. Fig. 3(c) shows the edge difference image of
those two images. From Fig. 3(c), the region labeled ‘1’
contains the moving edges from a tree with noise and the
region labeled ‘2’ has illumination variation. Thus, in the
edge difference image, we have more compact edge seg-
ments in those regions compared to the other regions. It
is obvious from Fig. 3 that, we should model every back-
ground edge segment individually unlike traditional global
common distance threshold based methods.

Edge segment based statistical background model can
estimate background edge behavior by observing a number
of reference frames and thus can keep the statistics of mo-
tion variations, shape, and segment size variation for every
background edge segment. This statistic helps to improve

(a) (b)

2

1

(c)

Figure 3. (a)-(b) Edge segments from two consecutive frames. (c)
Difference of (a) and (b).

background edge matching accuracy by setting edge spe-
cific threshold. To calculate and incorporate this knowledge
of edge variation, we represent edges as segments by using
an efficiently designed edge class.

3.1.1 Generation of Static Background Edge
List (SBEL)

The proposed method is capable to generate background
reference edge list with moving objects in the training
frames for a limited scale. Initially, edges from the train-
ing frames are first extracted and then we accumulate first
N reference edge images using Eq. 1 and create accumu-
lated reference edge image (AREI).

𝐴𝑅𝐸𝐼(𝑖, 𝑗)(𝐸,𝑁) =

𝑁∑
𝑝=1

𝑀𝑝∑
𝑞=1

𝑓((𝑖, 𝑗), 𝑒𝑝,𝑞) (1)

Here, 𝐸 = {𝑒} is the edge map of an image, 𝑁 is the to-
tal number of frames used to generate AREI, 𝑀𝑝 is the to-
tal edge segments on the 𝑝𝑡ℎ training image and the func-
tion 𝑓((𝑖, 𝑗), 𝑒𝑝,𝑞) = 2 if point (𝑖, 𝑗) is over the edge 𝑒𝑝,𝑞 ,
𝑓((𝑖, 𝑗), 𝑒𝑝,𝑞) = 1 if point (𝑖, 𝑗) is over one of the eight
neighbors of 𝑒𝑝,𝑞 , and 𝑓((𝑖, 𝑗), 𝑒𝑝,𝑞) = 0, otherwise.

To reduce the effect of moving edges from AREI and
to reduce contribution from fluctuating unstable edges, we
threshold AREI with a constant and thus we produce Sta-
tistical Distribution Map (SDM) for the background. We
create SBEL from this SDM by using a thinning algorithm
over the SDM. Thus we extract thin edge segments from
SDM through the mid position for every thick line. We then
create edge segment labeling map for the extracted SBEL
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Figure 4. Background reference edge image accumulation from
training images containing moving objects. (a) A sample back-
ground reference frame with moving objects. (b) Generated AREI.
(c) 3D profile of AREI for the selected region in (a). (d) 3D profile
of SDM for the same region.

edge segments using SDM as shown in Fig. 5(d). The la-
beling map thus represents the search boundary for that la-
bel corresponding edge segment during matching. We also
set edge specific threshold for every SBEL segment by cal-
culating the score of each SBEL segment over the SDM.
𝑇% of the score for every segment is set as the threshold
value for that segment. Fig. 4 shows a sample reference
frame with moving objects in it. We use a total of 50 refer-
ence frames and all these frames have some moving objects.
AREI is shown in Fig. 4(b). Since we have more accumu-
lation of background edge segments in AREI, background
edges will create higher peak in the profile image of AREI
which is found in Fig. 4(c). After thresholding AREI we
create SDM, see Fig. 4(d), where it is clear that the SDM is
not influenced by the edges of moving objects.

3.1.2 Flexible Background Edge Segment Matching

The background edge segment matching in our proposed
method utilizes background edge segments statistic. Thus,
background edges that has high motion variation statistic
will be matched with wider region and background edges
having less motion variation will be matched with small
search region. Thus the proposed method utilizes edge spe-
cific flexibility during matching background edge segments
that drastically reduces false alarm rate. Now for a given
sample edge segment 𝑙, to determine whether it is a back-
ground edge, we compute distance 𝑆𝐷 by summing the su-
perimposed pixel positions over the SDM for that segment

by using Eq. 2.

𝑆𝐷[𝑙] =
1

4𝑁
[
1

𝑘

𝑘∑
𝑖=1

𝐷(𝑙𝑖)] (2)

Here, 𝑘 is the number of edge point in the sample edge seg-
ment 𝑙, 𝐷(𝑙𝑖) is the 𝑖𝑡ℎ distance value over the SDM for the
𝑙𝑡ℎ edge segment and 𝑁 is the total training image used to
build the SDM.

From the labeled image of SBEL, we can find the cor-
responding background edge segment and its threshold di-
rectly. If no corresponding background segment is found
then the segment is a moving edge segment. If the computed
𝑆𝐷 value is less than corresponding background segment
threshold, then the segment is also moving edge segment.
Otherwise, it is a background edge segment.

3.2. Moving Edge Verification

Detected moving edges from few previous frames with
higher weight are used to generate temporary reference
edge list so that a moving object whose edges are detected
at the same position for many times (moving edges de-
tected from a stopped moving car) will not be detected
as a moving object in future frames. A chamfer-3/4 dis-
tance map (CDM) [2] and a temporary background edge
list (TBEL) are used to verify these moving edge segments.
The distance value 𝐶𝐷 for any edge segment 𝑙 can be com-
puted by using Eq. 3.

𝐶𝐷[𝑙] =
1

3

√√√⎷1

𝑘

𝑘∑
𝑖=1

𝐷(𝑙𝑖)
2 (3)

Here, 𝑘 is the number of edge point in the sample edge seg-
ment 𝑙, 𝐷(𝑙𝑖) is the 𝑖𝑡ℎ distance value over the CDM for the
𝑙𝑡ℎ edge segment.

To verify a moving edge segment, we create CDM for
the TBEL. Now the sample edge segment is placed over the
CDM and distance value 𝐶𝐷 is calculated using equation
Eq. 3. If 𝐶𝐷 is less than some threshold 𝑇𝐶𝐷, then the
segment is a non moving segment otherwise it is a moving
segment.

3.3. Updating the Temporary Background Edge
List

TBEL is constructed by including the edge segments
from MEL. If an already registered edge segment in MEL
is again found in the next frame at the same position, then
the weight of that segment is incremented otherwise it is
decremented. A moving edge segment from MEL will be
added to TBEL if the segment weight exceeds threshold
𝑇𝑀 . Thus the segment will not appear as moving edge from
later frames. An edge segment is dropped from the MEL if
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Figure 5. Distance Map used in Hossain et al. method and the proposed method. (a) A sample reference frame with two selected region
labeled ‘A’ and ‘B’. (b) CDM made from 50 training reference frames. (c) SDM made from 50 training reference frames. (d) Labeling the
SDM distance map of (c). (e) The Distance values of CDM in the selected region labeled ‘B’ in (a) and two superimposed line segment
over the map. (f) Distance values of SDM in the same region labeled ‘B’ and two line segments in the same position as in (e). (g) CDM
profile of the selected region labeled ‘A’ in (a). (h) SDM profile of the selected region labeled ‘A’ in (a).

its weight reaches to zero. Using the similar way, if a TBEL
edge is not found in current input frame, the weight of the
edge is decreased and is removed from the list, if the weight
reaches zero.

4. Results and Analysis

We tested our method on several video sequences in-
cluding corridor, parking lot, road scene and video se-
quences from PETS database which could be downloaded
from 𝑓𝑡𝑝 : //𝑓𝑡𝑝.𝑝𝑒𝑡𝑠.𝑟𝑑𝑔.𝑎𝑐.𝑢𝑘/𝑝𝑢𝑏/. All images were
of size 640×520 with background motion, illumination
change and noise. The proposed system was able to de-
tect almost all of the moving objects in the sequences. We
used visual C++ and MTES [15], an image processing envi-
ronment tool. Our system can process 10 frames per sec-
ond. Fig. 5 demonstrates the performance of SDM over
CDM. From the profile Fig. 5(g) we see uniform distance
map for CDM. Thus every edge segment is matched using
a common threshold. The profile Fig. 5(h) shows that every
background segment has its own motion statistic. An edge
segment that has high movement statistic will be matched
with a wider search area and low threshold. Non moving
edge segments will benefit from high threshold and nar-
row search region. Two synthetic edges are placed over the
CDM and SDM in Fig. 5(e) and Fig. 5(f) respectively. In
both of the map, the numeric value in every small cell indi-
cates distance score an edge pixel will obtain if it passes
over that point. In CDM, every entry vale ‘0’ indicates
the segment to be matched with and over the SDM ev-

ery value ‘200’ represents the exact position for the cor-
responding matched segment (since we have used 50 train-
ing reference images in this example). The matching score
of the left most line over the CDM is 2.938, i.e., accord-
ing to CDM the line is just three pixels apart from the ref-
erence background edge image. Thus the CDM will de-
tect the above line as background edge. But in SDM the
score of the same line is ‘0’. Thus, the proposed method
accurately detects the line as a moving edge line. The red
color in the Fig. 5(e) indicates false detection where the blue
color in the Fig. 5(f) represents correct detection. Here we
see that moving edges will be detected accurately while us-
ing SDM because of its statistical search boundary and au-
tomatic threshold selection. Fig. 6 shows the strength of
our proposed method for changing illumination with back-
ground movement. Fig. 6(a) shows a sample input frame
No. 41 of a street scene sequence. Two moving objects are
(man and car) present at the scene. Due to illumination vari-
ation, Kim and Hwang [10] detects a lot of scattered edge
pixels as shown in Fig. 6(b). The detection result for the
Dailey and Cathey Method [4] is shown in Fig. 6(c). Dai-
ley’s method is very sensitive to camera movement. Al-
though in the given sequence there are no camera move-
ment, Dailey’s method cannot give compact shape of the
moving object. Instead it gives scattered pixels in the mov-
ing object region. Hossain et al. [8] can control camera
movement in a limited scale but they uses chamfer distance
map that uses a common threshold value for all the back-
ground segments. Selection of a lower threshold results
in matching of edges with small movement variation. On
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(a) (b) (c) (d) (e)

Figure 6. (a) A sample input image frame No. 41 (b) Detected moving edge image using the method proposed by Kim and Hwang (c)
Moving Edge image using Dailey and Cathey’s method (d) Detected moving edge segments proposed by Hossain et al. [8] (e) Moving
edge segments using our proposed method.

(a) (b) (c)

Figure 7. (a) A sample image frame No. 412 (b) Detected moving edge segments using Hossain et al. method (c) Detected moving edge
segments using our proposed method.

the other hand, higher threshold increases false matching
of moving edge and background edge. Moving object de-
tection in our method utilizes movement statistic of every
background edge segment effectively. The detection output
of our proposed method is given in Fig. 6(e). Fig. 7 shows
another example where we compared our method with Hos-
sain et al. method since both of the methods have utilized
edge segment structure. Using Hossain et al. method, the
waving tree branches are detected as moving edges and is
found in Fig. 7(b) due to the use of a common distance
threshold to match every background edge segment. Our
method, Fig. 7(c), uses different threshold value and dif-
ferent search boundary for different background edge seg-
ments based on the statistic of that edge segment and thus
can accurately detect waving tree edges correctly. The use
of statistical knowledge of edge motion variation during
background modeling can detect background edges accu-
rately while keeping the foreground moving edges intact.
As a result, our detection output is more accurate and thus
can significantly improve the performance of video surveil-
lance based applications. For segmenting the moving ob-
jects, we can use an efficient watershed based segmentation
algorithm [16], where the region of interest (ROI) can be
obtained by utilizing method [5]. To evaluate the perfor-
mance of the proposed system quantitatively, we compare
the detected moving edge segments with the ground truth
that is obtained manually. The metric used for performance
evaluation is based on two criteria: Precision and Recall and
is defined in Eq. 4 and Eq. 5. Precision measures the accu-
racy of detecting moving edges while Recall computes the
effectiveness of the extracted actual moving edge segments.

Dataset Environment Frames Precision Recall

1 outdoor 1000 92% 90%
2 outdoor 900 97% 93%
3 indoor 500 91% 85%

Table 1. Performance of the proposed moving edge detector.

The experimental result is shown in Table. 1.

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝐸𝑥𝑡𝑟𝑎𝑐𝑡𝑒𝑑 𝑚𝑜𝑣𝑖𝑛𝑔 𝑒𝑑𝑔𝑒 𝑝𝑖𝑥𝑒𝑙𝑠

𝑇𝑜𝑡𝑎𝑙 𝑒𝑥𝑡𝑟𝑎𝑐𝑡𝑒𝑑 𝑒𝑑𝑔𝑒 𝑝𝑖𝑥𝑒𝑙𝑠
(4)

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝐸𝑥𝑡𝑟𝑎𝑐𝑡𝑒𝑑 𝑚𝑜𝑣𝑖𝑛𝑔 𝑒𝑑𝑔𝑒 𝑝𝑖𝑥𝑒𝑙𝑠

𝑇𝑜𝑡𝑎𝑙 𝑎𝑐𝑡𝑢𝑎𝑙 𝑚𝑜𝑣𝑖𝑛𝑔 𝑒𝑑𝑔𝑒 𝑝𝑖𝑥𝑒𝑙𝑠
(5)

5. Conclusion

This paper illustrates the suitability of using statisti-
cal background model along with the edge segment based
structure to detect moving objects for the video surveillance
based applications. The strength of our approach lies in the
ability to separate background edge segments from mov-
ing edge segments. To achieve this, we utilize statistical
background model for background edge segment matching
and chamfer distance based matching for verifying moving
edge segments from the scene. Here, we focused mostly
on background modeling problem. The example figures de-
scribed in this paper clearly justifies the use of statistical
background model, which is highly efficient under illumina-
tion variation condition and shape change situation. In our
future work, we will incorporate multi frame based edge
segment matching algorithm along with edge’s side color
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distribution matching for the detection and tracking of mov-
ing edges for more sophisticated vision based applications
like airport security, activity recognition, etc.
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