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Abstract

In this paper a system for autonomous video surveillance
in relatively unconstrained environments is described.

The system consists of two principal phases: object de-
tection and object tracking. An adaptive background sub-
traction, together with a set of corrective algorithms, is
used to cope with variable lighting, dynamic and articu-
late scenes, etc. The tracking algorithm is based on a ma-
trix representation of the problem, and is used to face split-
ting and occlusion problems. When the tracking algorithm
fails in following actual object trajectories, an appearance-
based module is used to restore object identities.

An experimental evaluation, carried out on the
PETS2009 dataset for tracking, shows promising results.

1. Introduction

In the last decade the great advances in electronic and
telecommunication technology and the increasing amount
of visual material stimulated the scientific interest in the re-
search of automatic video interpretation. Among the most
important applications of video analysis we can find: au-
tomatic interpretation of multimedia, traffic monitoring, vi-
sual surveillance. Visual surveillance is a major research
area in computer vision. The recent rapid increase in the
number of surveillance cameras has led to a strong demand
for automatic methods of processing their outputs. The sci-
entific challenge is to devise and implement automatic sys-
tems for obtaining detailed information about the activities
and behaviors of people observed by a single camera or by
a network of cameras.

As it is often the case with complex systems, the com-
plexity of a video analysis system is usually dealt with by
dividing it into loosely coupled layers, although in many
proposals the boundaries between layers tend to get blurred.
A coarse division that fits the great majority of the proposed
methods involves three layers. Going from low level pro-
cessing to high level, the three layers are:

∗This research has been partially supported by A.I.Tech s.r.l., a spin-off
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∙ object detection, whose responsibility is to detect and
to segment the moving objects (also called foreground)
from the background, looking at a single frame.

∙ object tracking, that is aimed at preserving the iden-
tity of an object across a sequence of frames, follow-
ing the movements and the changes in the appearance
(due for example to a change of orientation or posture)
of the object itself. Often this problem is faced by di-
viding into short-term or frame-to-frame tracking, that
preserves object identity between adjacent frames, and
long-term tracking, built upon the latter, that consid-
ers longer sequences to deal with total or partial occlu-
sions or to face the re-identification problem.

∙ application event detection, that uses the results of ob-
ject tracking to recognize the events that must be han-
dled in some way by the application. This part is ob-
viously highly dependent on the application domain,
and can range from a simple processing of the tracking
data (e.g. counting the number of objects) to complex
classification or learning tasks.

Several methods have been proposed for the object de-
tection layer, but none of them is up to now considered as
a definitive solution. There are several criteria according to
which the object detection algorithms could be classified. A
possible taxonomy of the main algorithms divides them into
two approaches:

∙ derivative algorithms ([1, 12, 22]), that work by com-
paring adjacent frames of the video, under the as-
sumption that foreground objects correspond to rapidly
changing areas, while the background is either static or
slowly changing;

∙ background subtraction algorithms ([18, 19, 20, 21, 9,
10]), were the current frame of the video is compared
with a background model, that is a (usually compact)
representation of the set of the possible images observ-
able when the scene does not contain foreground ob-
jects.
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A major challenge of the tracking problem is the occur-
rence of occlusions, such those caused by people interacting
with each other, or static occlusions caused by background
elements lying in front of foreground objects. One solution
for managing occlusions utilizes multiple views to compen-
sate for the inadequate visibility of a single view ([17]).
However for some applications, multiple views are not al-
ways available. A popular solution strategy for detecting
and tracking multiple people in surveillance situations is the
use of probabilistic appearance models ([15, 6, 23]). These
characterize the appearance of a person using probabilis-
tic model and track the targets by localizing the maximum
likelihood of the compounding models. The occlusion is
solved by divide a single foreground blob in several objects
according to each person’s appearance model. However, the
problem of occlusions is still considered open and there are
several authors that propose some improvements to the ap-
pearance model strategy to cope with it.

In this paper we will focus our attention on the first two
layers (object detection and object tracking), since the third
one is application dependent. The remainder of the paper is
organized as follows. In section 2 the overall architecture
is described. Subsection 2.1 describes the object detection
layer while in subsection 2.2 an object tracking layer is pro-
posed. Section 3 presents results achieved on PETS2009 1

dataset. Finally, in section 4 there are some concluding re-
marks.

2. System Architecture

The proposed system is sketched out in Fig. 1. Here we
briefly present the procedures present into the system; for
details of each algorithm, please refer to our recent papers
[5, 3, 4].

The Object Detection layer processes the input frames
producing semantically separated objects, each included in
the smallest enclosing rectangles. Then an object tracking
procedure preserves the identity of objects across the frames
by assigning them univocal IDs. In this way we obtain the
trajectories of every object and after a perspective correction
[2] a classification of the behaviors can be done. If some be-
havior is classified as an interesting event, the system reacts
appropriately on the basis of the application context.

2.1. Object Detection

An adaptive background image difference based algo-
rithm [5] has been implemented for detection moving ob-
jects. For each pixel if the difference between background
and current frame pixel intensity is greater than a threshold
the pixel is labeled as foreground. Obviously the threshold
is dependent on the scene context, in fact: a low threshold

1http://www.cvg.rdg.ac.uk/PETS2009/a.html

results too noise sensitive, on the other hand a high thresh-
old causes a loss of sensitivity. After the connected com-
ponents labeling, the objects are identified calculating the
smallest rectangles containing every pixels blob. On each
blobs some heuristics are then applied to improve the qual-
ity of the detection.

In a realistic environment there are some classical prob-
lems that affect the performance of an object tracking sys-
tem (see [20]): camouflage, foreground aperture, light of
day, shadows, sleeping persons, waking persons, waving
trees.

Unfortunately no one of the plain approaches results able
to solve at the same time all these kinds of problems: the
cause of this is, essentially, that detectors work at pixel level
ignoring high level information. In order to make the sys-
tem robust in realistic environments we have proposed a set
of specialized procedures:

∙ Adaptive Threshold: In the standard algorithms the
threshold for the pixel segmentation is statically de-
fined depending on the scene. Evidently in outdoor
locations, as the scene conditions are variable, many
foreground segmentation errors pop up. Our approach,
instead, uses a variable threshold dynamically adapt-
ing to the actual scene conditions. The threshold is
increased or decreased on the basis of the changes of
average scene illumination, measured as the frame av-
erage pixels energy.

∙ Grouping: Camouflage is an intrinsic and hardly face-
able problem occurring when the pixel characteristics
of a foreground object are too similar to the back-
ground to be discerned, as happens when a person
is wearing clothes having similar colors to the back-
ground. The effect is that the difference of these pix-
els from the background model is under the thresh-
old, and consequently incorrectly considered as back-
ground pixels. The errors, consisting in the fragmen-
tation of the actual object in the scene, are detected
and corrected by a grouping phase performed on the
basis of a model of the shape to be recognized. The al-
gorithm has been devised so as to make it possible the
recursive merging of blobs, on the basis of geometrical
considerations, so as to allow the possibility of recov-
ering highly critical situations caused by camouflage,
as the split of a single objects in a plurality of small
parts, otherwise considered as noise (and removed by
the filter described below). In Fig. 2 an example of the
application of the algorithm is sketched.

∙ Noise Filtering: In the pixel analysis often some con-
ditions cause little isolated background areas to be de-
tected as foreground pixels because they are enough
different from reference image. The causes are various
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Figure 1. System architecture.

a) b) c)

d) e) f) g)

Figure 2. An example of the grouping algorithm’s processing: a)
original frame and the portion under analysis; b) the resulting fore-
ground detection and the c) resulting bounding boxes; d), e), f), g)
the steps of the algorithms on the considered portion of the frame.

and they cannot be eliminated at pixel level; the re-
sults, instead, affect the system performance because
of many meaningless blobs. For this reason we have
added a filter that operates at blob level to remove the
spurious objects. In Fig. 3 the effect of the filter is
shown.

∙ Shadow Filtering: Video surveillance systems works
24 hours per day; this means that, because of sun po-
sition, variable object shadows are projected on the
ground. These shadows may alter the objects dimen-
sions, causing errors in a possible successive object
classification based on dimensions or aspect ratio fea-
tures. Another problem related to shadows is that two
semantically distinct objects may be detected as one
blob because they results united by the shadow of one
of them. We have proposed an algorithm to remove
shadows that is based on the column-wise histogram
of the foreground pixels (e.g. see Fig. 4).

Figure 3. Effects of the noise blob filter.

Figure 4. Shadows filtering: the illustration of the basic idea of the
algorithm of the shadows filter.

∙ Reflections Removal: Besides shadows, an object is af-
fected by reflection phenomena. Shadows and reflec-
tions differ under several respects; the most important
differences are in position and color. The position of
a shadow depends on the light sources, while reflec-
tions (assuming that the reflecting surface is a horizon-
tal floor) are always located below the corresponding
object. As regards the color, a shadow depends only on
the color of the background and on the light sources;
on the other hand, the color of a reflection also de-
pends on the color of the object. As a consequence
of these differences, methods for shadow removal can-
not be effectively applied for removing reflections. We
have proposed a method for reflection removal [ 4] that
is based on chromatic properties of the reflections and
does not require a geometric model of the objects (see
Fig. 5).
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Figure 5. Detection before and after reflection removal.

2.2. Object Tracking

Tracking algorithms are aimed at reconstructing the tra-
jectories of moving objects within a scene.

The simplest tracking approaches are based on the ex-
ploitation of spatio-temporal continuity in the motion of
physical objects,and can be very effective when the ob-
jects of interest are well separated and always visible in
the scene. Unfortunately, in many real-world settings
the spatio-temporal continuity assumption, while generally
valid for most of the time, can be often violated.

Here we present an algorithm that deals with occlusions
(two objects merge to form an unique blob) and splits (one
object splits in several parts).

Furthermore the algorithm is provided with an annexed
module that uses a variation of the appearance model pre-
sented in [9] to cope with the failure of the short-term track-
ing algorithm.

Tracking objects in a video-sequence can be described
as follows. If two frames are in succession, it is highly
probable that the objects identified in the first frame have
a correspondence with the objects identified in the second
frame. The tracking is the identification of this correspon-
dence. Corresponding objects can be more or less trans-
lated, and the amount of translation depends on both the
object speed and the frame rate. Moreover, we can also
have objects appearing in only one of the two frames, be-
cause they are entering or leaving the scene; furthermore
we can have objects that interact with each other forming a
unique object.

Formally a tracking algorithm can be described in the
following way. We have a set 𝐵 𝑡 = {𝑏𝑡1, ⋅ ⋅ ⋅ , 𝑏𝑡𝑛}
of boxes belonging to the frame 𝑡 and a set 𝑂 𝑡−1 =
{𝑜𝑡−1

1 , ⋅ ⋅ ⋅ , 𝑜𝑡−1
𝑚 } of labeled boxes which identities are de-

termined at the previous frame 𝑡 − 1. The problem at hand
can be represented by using a matrix 𝑀 whose rows and
columns are respectively used to represent the boxes of the
set 𝐵𝑡, and the boxes of the set 𝑂𝑡−1 (correspondence ma-
trix). Each element 𝑀𝑖𝑗 of the matrix 𝑀 represents a simi-
larity measure between the box 𝑏𝑡𝑖 and the labeled box 𝑜𝑡−1

𝑗 .

Many methods have been proposed (e.g. [6, 8, 16, 13]) to
build categories of similarity measures that are suitable for
the object-tracking problem. It is possible to identify at least
3 categories of similarity measures: position, shape and vi-
sual. The position similarity measures consider the sim-
ilarity between boxes according to their relative distance.
Shape similarity measures consider the similarity of box
shapes (e.g. dimension, aspect ratio), independently from
their location in the frame. Visual similarity measures con-
sider two boxes similar if the corresponding image regions
look close from the perceptual point of view (e.g. with re-
spect to brightness and color).

The solution of a simple tracking algorithm, that does
not deal with occlusions and splits, is the best matching be-
tween these set of boxes in a global sense, i.e. the matching
is generated with the constraint that the sum of similarities
for the matched pairs is maximized.

Here we present a solution to the tracking problem,
based on the similarity matrix, that deals with occlusions
and splits.

Given a threshold for the similarity measure between
boxes, on the similarity matrix we can have 5 different con-
ditions:

∙ there are no similarity measures over the threshold
in correspondence of the 𝑖-th row of the matrix (see
Fig. 6a). In this case 𝑏𝑡𝑖 is a new object and takes a new
unique label.

∙ in correspondence of the 𝑖-th row there is only one el-
ement at column 𝑗 over the threshold; furthermore this
element is the only one over the threshold of the 𝑗-th
column of the matrix (see Fig. 6b). In this case there
is a matching between box 𝑏𝑡𝑖 and labeled box 𝑜𝑡−1

𝑗 ; 𝑏𝑡𝑖
takes the label of 𝑜𝑡−1

𝑗 .

∙ there is a set 𝐼 = {𝑖1, ⋅ ⋅ ⋅ , 𝑖𝑘}, with 𝑘 ≥ 2, of rows
that have only one element over the threshold in the
same column 𝑗; the other elements of the 𝑗-th column
are under the threshold. This is the case of a split (see
Fig. 6c): an object on the frame 𝑡− 1 splits in two ore
more objects on the frame 𝑡. In this case a procedure
to resolve the split is applied: the boxes on the frame
𝑡 are merged in a unique box and the latter takes the
label of 𝑜𝑡−1

𝑗 .

∙ on the 𝑖-th row there are 𝑘 ≥ 2 elements over
the threshold in correspondence of the set 𝐽 =
{𝑗1, ⋅ ⋅ ⋅ , 𝑗𝑘} of columns; each column of the set 𝐽 has
only one element in correspondence to the 𝑖-th row,
over the threshold. This is the case when an occlu-
sions occurs: two ore more objects on the frame 𝑡− 1
merge into a one object on the frame 𝑡. In this case
a procedure to resolve the occlusion is applied. The
unique box on the frame 𝑡 is split in the following way:
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the position of the labeled boxes on the frame 𝑡− 1 is
estimated on the frame 𝑡 in accordance of their mo-
tion vectors; the unique box on the frame 𝑡 is split by
overlapping on it the estimated position of the labeled
boxes on the frame 𝑡− 1 (see Fig. 6d).

∙ there is a submatrix, composed of rows {𝑖1, ⋅ ⋅ ⋅ , 𝑖𝑛}
and columns {𝑗1, ⋅ ⋅ ⋅ , 𝑗𝑘}, such as each row and
each column contains at least two elements above the
threshold within the submatrix. This happens when
both split and merge occur. In this case, the procedure
to solve the split is applied first, then the procedure to
solve occlusions is applied on the merged box.

Obviously the above described tracking algorithm can
fail when during an occlusion the objects belonging to it
change their directions.

This condition can be recognized because the estimated
bounding box on frame 𝑡 does not correspond to an actual
foreground blob (see Fig. 7).

When the algorithm recognizes the presence of a failure
during an occlusion a further procedure is applied. This is
based on the use of an appearance model [9] of the object
and it is aimed at re-estabilishing the identity of the objects
after the occlusion. The appearance model definition is ex-
tended with respect to [9], in order to have a separate visual
aspect matrix and a separate frequency mask for each orien-
tation of the object. We define it as MultiView Appearance
Model (MVAM). It has to be noted that the orientations are
quantized: in particular, we chose 8 equidistant (45∘) di-
rections. The MVAM is built and updated by selecting the
proper view on the basis of the motion vector of the object.
Furthermore, we have added to the model a size normal-
ization step that is able to counter the scaling effect due to
perspective, and so the resulting system is better suited to
work in scenes with a very deep field of view. The object
resizing is done by a bilinear interpolation [14]. Finally, as
in [16], we use an appearance model defined on three color
channels.

The idea is to create a model for each object being
tracked and use it, by comparing the model of the detected
object to be identified with the models of the objects de-
tected in previous frames, in order to detect the actual ID of
the object exited from an occlusion. The model is initialized
with the appearance of the object the first time it enters the
scene, and it is updated by averaging it with the appearance
seen in the subsequent frames.

The appearance model is described through two matri-
ces of pixels (for each direction): the first matrix takes into
account the visual aspect of the person, while the second
one stores the number of times each pixel has been consid-
ered as foreground in the previous frames. More precisely,
the visual aspect matrix represents the average luminosity
of each pixel starting from the first appearance of the object

a)

b)

c)

d)

e)

Figure 6. The tracking algorithm: a), b), c), d) and e) show the
5 possible configurations of the matrix similarity and the applied
tracking procedures.

in the scene, while the frequency mask is used to attribute a
stability measure to each element of the first matrix.
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a)

b)

Figure 7. An example of the tracking algorithm: a) a success case
and b) a failure case due to a rapid change of direction in the walk-
ing of per.

More formally, the appearance model for a direction 𝑑
can be expressed in terms of a function 𝜓 𝑡

𝑑(𝑥, 𝑦) that as-
sociates a luminosity value to the blob pixel having coordi-
nates (𝑥, 𝑦) at time 𝑡, and a function𝜔 𝑡𝑑(𝑥, 𝑦) that represents
the corresponding frequency mask:

𝜓𝑡𝑐,𝑑 : (𝑥, 𝑦) ∈ (𝑁 ×𝑁) → 𝜓𝑡(𝑥, 𝑦) ∈ [0, 255] (1)

𝜔𝑡𝑐,𝑑 : (𝑥, 𝑦) ∈ (𝑁 ×𝑁) → 𝜔𝑡(𝑥, 𝑦) ∈ 𝑁 (2)

with 𝑑 ∈ {0∘, 45∘, . . . , 315∘} and 𝑐 ∈ {𝑅,𝐺,𝐵}.
For each new frame the appearance model of the objects

already present in the scene is updated according to the fol-
lowing procedure:

∙ a view, between the defined views of the object’s ap-
pearance model, is chosen according to its motion vec-
tor;

∙ a registration is performed between the blob at current
frame and the current visual aspect of the considered
appearance model; i.e. the blob at current frame is
translated so that it have the best correspondence with
the visual aspect of the appearance model;

∙ the visual aspect is updated according to the following
formula:

𝜓𝑡𝑐,𝑑(𝑥, 𝑦) =
𝐼𝑡𝑐,𝑑(𝑥, 𝑦) + 𝜔𝑡−1

𝑑 (𝑥, 𝑦)× 𝜓𝑡−1
𝑐,𝑑 (𝑥, 𝑦)

𝜔𝑡−1
𝑑 (𝑥, 𝑦) + 1

with 𝑐 ∈ {𝑅,𝐺,𝐵}
and 𝑑 ∈ {0∘, 45∘, . . . , 315∘} (3)

𝐷𝑐(𝑝,𝑚𝑑) = 𝛼 ⋅
∑

(𝑥,𝑦)∈𝜓𝑡
𝑐,𝑑∩𝐵𝑡

𝑝

Δ𝐶(𝑥, 𝑦)

+ 𝛽 ⋅
∑

(𝑥,𝑦)∈𝜓𝑡
𝑐,𝑑−𝐵𝑡

𝑝
𝜔𝑡𝑑(𝑥, 𝑦)∑

(𝑥,𝑦)∈𝜓𝑡
𝑐,𝑑

𝜔𝑡𝑑(𝑥, 𝑦)

+ 𝛾 ⋅
∑

(𝑥,𝑦)∈𝐵𝑡
𝑝−𝜓𝑡

𝑐,𝑑
1

𝑎𝑟𝑒𝑎(𝐵𝑡
𝑝)

(4)

Figure 8. The parts of the blob and of the model that are considered
in the calculation of their distance.

where 𝐼 𝑡𝑐,𝑑(𝑥, 𝑦) is the luminosity of the pixel (𝑥, 𝑦)
in the current frame (at time 𝑡) for each color and for
the chosen direction 𝑑. It is worth noting that the co-
ordinate spaces for the functions 𝜓 𝑡𝑐,𝑑 and 𝐼 𝑡𝑐,𝑑 are the
same due to the translation of the current blob done at
the previous step;

∙ the frequency mask is updated on the basis of the fore-
ground mask of the blob in the current frame.

In order to determine the identity of a detected object it
is necessary to give the definition of the distance between
an object and an appearance model. Here we present a new
distance measure with respect to that defined in [9]. If we
denote with 𝑚𝑑 a view in the direction 𝑑 of the visual part
of the appearance model and with 𝑝 the detected blob, the
distance 𝐷(𝑝,𝑚𝑑) is calculated as the average of the dis-
tances 𝐷𝑐(𝑝,𝑚𝑑) calculated on the three color channels.
𝐷𝑐(𝑝,𝑚𝑑) is obtained as a weighted sum of three contri-
butions: the first contribution takes into account the color
difference between 𝑝 and 𝑚𝑑 calculated on 𝑝∩𝑚𝑟, the sec-
ond considers the area of the model in 𝑚𝑑 − 𝑝 weighted by
the frequency mask and the last accounts for the area of the
detected blob in 𝑝 − 𝑚𝑑. The formula is shown in Eq. 4
where 𝐵𝑡

𝑝 is the set of pixels of the blob 𝑝 at time 𝑡 and
𝛼+ 𝛽 + 𝛾 = 1 (see Fig. 8).

3. Experimental Results

We evaluate our system on the PETS2009 dataset S2.L1,
using the sequences from view 001, view 003 and view 005
(see Fig. 9). In order to give a preliminary evaluation and

124



a) View 001

b) View 003

c) View 005

Figure 9. An example of a frame from the three considered views
of the PETS2009 dataset.

validation of the system, the sequences have been manually
ground-truthed.

The evaluation was based on the framework by Kasturi
et al. [11], which is a well established protocol for perfor-
mance evaluation of object detection and tracking in video
sequences.

In Table 1 and Table 2 we report the results obtained us-
ing the tool USF-DATE (the USF Detection and Tracking
Evaluation) provided by Kasturi et al. Table 1 presents the
results of the detection phase according to the indexes: Se-
quence Frame Detection Accuracy (SFDA), Multiple Ob-
ject Detection Accuracy (MODA) and Multiple Object De-
tection Precision (MODP). Table 2 presents the results of
the tracking phase according to the indexes: Average Track-
ing Accuracy (ATA), Multiple Object Tracking Accuracy
(MOTA) and Multiple Object Tracking Precision (MOTP).

Compared with the results presented in the previous

Sequence SDFA MODA MODP
View001 0.594 0.833 0.645
View003 0.400 0.630 0.502
View005 0.521 0.663 0.616

Table 1. Performance Evaluation of the Detection Layer on
PETS2009 S2.L1 video sequences.

Sequence ATA MOTA MOTP
View001 0.092 0.830 0.638
View003 0.026 0.625 0.506
View005 0.113 0.648 0.607

Table 2. Performance Evaluation of the Tracking Layer on
PETS2009 S2.L1 video sequences.

Measure ATA MOTA MOTP
Average 0.077 0.701 0.584

Table 3. Average of each metric measurement for the Tracking
Layer on View1, 3 and 5 of PETS2009 S2.L1 video sequences.

Measure SDFA MODA MODP
Average 0.505 0.709 0.588

Table 4. Average of each metric measurement for the Detection
Layer on View1, 3 and 5 of PETS2009 S2.L1 video sequences.

PETS Conference [7], our method, on the View001, out-
performs the other methods whose performances were re-
ported. The Average on Views 1, 3 and 5 (see Table 3 and
Table 4 ) highlight that our method is slightly better than
other approaches present in the literature. The very low
value of ATA on View003, common to all the methods, is
due to the very high fragmentation of the objects because of
the tree in front of the camera.

4. Conclusions

In this paper we have discussed a video surveillance sys-
tem. We have described the algorithms used in the object
detection phase and in the object tracking phase. We have
shown that a basic background update algorithm, together
with a set of properly heuristics, can be successfully used
in real environments. Furthermore, we have discussed an
object tracking method based on the assignment problem
framework with some modification to deal with object splits
and merges. Moreover we have added a further module,
based on the appearance model strategy, that re-establish
objects IDs when the tracking algorithms fails in following
actual objects trajectories. The experimental phase, con-
ducted on the PETS2009 dataset using a well established
protocol for performance evaluation of this kind of systems,
shown very promising results.
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