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1 Introduction

There is a vast amount of document collections available nowadays and there has been a great effort in
order to exploit their invaluable content. The analysis and processing of historical documents and in general
historical document collections aims to provide access to the rich information they contain.

The first step that was taken towards the exploitation of information contained in historical documents
was the digitization process and the creation of digital libraries. That way the content was made available
into digital form. Furthermore, there has been research interest on the potential ways someone could use
in order to retrieve the desired information. However, a number of factors makes the processing of such
information a challenging as well as a tedious process. Image degradation, typesetting imperfections,
digitization errors, unknown fonts and complex layouts are among the factors that can severely affect the
performance of the methods that try to exploit their invaluable content.

Optical Character Recognition (OCR) is one of the traditional methods for processing digitized doc-
ument collections. The aim is to produce computer recognizable encoding, thus providing the chance to
analyse and retrieve the information in them. However, the majority of OCR methods perform well when
applied in relatively modern and printed documents. Due to the aforementioned factors that are present
in historical documents, OCR is not a very reliable way to go. Therefore, the documents need to undergo
a pre-processing step which aims to improve their quality, minimize the factors that affect their efficient
exploitation and in general bring them in a more suitable form for further processing. These pre-processing
steps most often include binarization and quality improvement in order to be able to perform tasks such
as layout analysis, document segmentation and others. However, there are cases where the amount of
the degradations in the documents is so large that processes like binarization and document segmentation
leading to significant information loss thus, failing to produce the desired results. In order to prevent
information loss, there is increased research interest in segmentation-free methods. Methods that do not
undergo any segmentation process. The document images are treated as a single entity. Furthermore,
although there are many methods concerning binarization, the document images are at least grayscale,
aiming to use as much information as possible.

2 Chinese Historical Manuscripts

China is among the very few countries that their great history and civilization goes thousands of years
back. Their contribution to the world is undoubtedly huge and so is the amount of their historical document
collections. The manuscripts are written using ideograms which are symbols that are entirely different than
their Latin siblings. The structure of these ideograms vary significantly. There are ideograms with simple
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structure, other that are more complex, and others that can consist of two or more parts. Figure 1 illustrate
a sample of Chinese ideograms with the afore mentioned properties. These properties make the processing
of such documents a very challenging task.

(a) (b)

(c) (d)

(e) (f)

Figure 1: Samples of chinese ideograms.

Furthermore, as we have already stated, these manuscripts can be in bad condition due to ageing and
their expose to the elements and due to their complex layout structure. Samples of documents that present
some of the aforementioned difficulties are shown in Figure 2.

Having this in mind, we will review some of the most widely used algorithms for feature extraction
when applied to historical Chinese manuscripts.

3 Features

One of the crucial parts of document processing is that of the feature extraction. Researchers try to come
up with ideas for robust features that will be able to tackle the aforementioned document characteristics.
Furthermore, affine invariance may also be the case when developing a feature extraction algorithm.
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(a) (b)

Figure 2: Samples of documents with a) significant degradations, b) complex layout.

3.1 Histogram of Oriented Gradients (HoG)

Features that are based on the Histogram of Oriented Gradients (HoG) were first introduced by Dalal
and Triggs for human detection [2]. HoGs have been widely used in human and object detection and
tracking [7][14]. Besides, the application of HoGs into the aforementioned areas, they are also used for
text detection [9][13].

The image if first divided into a number of cells of predefined size. In each cell, the orientations of the
gradient information are calculated and are clustered into bins. The cells are further clustered into blocks
and their values are normalised using the entire block information. An example of HoG features that are
extracted from a chinese character using a cell size of 5×5 pixels and a block size of 2×2 cells are shown
in Figure 3.

3.2 Gabor Features

Gabor features are widely used in a broad spectrum of computer vision application such as texture analysis
[11][15], biometrics [3], OCR [6], etc. They consist of a real and an imaginary part that are defined as
follows:
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Figure 3: HoG features of a chinese character.

The concept behind Gabor features is to convolve the image with a series of Gabor filters called a filter
bank. The filter bank covers multiple scales and rotations creating the Gabor space. The convolution of
the filter bank with an image extracts the desired features. Figure 6 illustrates a Gabor filter bank of four
scales and five rotations and their corresponding magnitudes.
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(a)

(b)

Figure 4: a) A Gabor filter bank of 4 scales and 5 orientations, b) their corresponding magnitudes.

As an example, we have a chinese character extracted from a document image shown in Figure5 and
we have applied a Gabor filter bank like the one illustrated above. Figure 6 shows the resulting images in
both the real part of the Gabor filter bank and their magnitudes.
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Figure 5: A chinese character

(a)

(b)

Figure 6: a) A Gabor filter bank of 4 scales and 5 orientations, b) their corresponding magnitudes.
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Besides the use of Gabor filters as a means of extracting Gabor features, they can be also used for
transforming an image for better processing. An example could be the convolution of an image with a
Gabor filter in order to create blobs that can be used for text localization. However, the orientation of the
filter must match the orientation of the text in order to have the desired results. Figure 7 illustrates the
application of a Gabor filter on a document image. Using the resulting image and a rough binirazation we
are able to locate the text areas on the image.

(a) (b)

(c) (d)

Figure 7: a) Original image, b) the Gabor filter, c) rough binarization of the convolved image, d) super-
imposing the binary image on the original image.
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3.3 Gaussian Steerable Filters

The concept behind steerable filters can be found in the work presented in [4]. The Gaussian steerable
filters consist of a Gaussian kernel that is rotated at a certain angle. These filters are used for feature ex-
traction and edge detection like the normal Gaussian filters. In the area of document analysis someone
could expect the orientation of the text to follow the traditional rules, being horizontal or vertical. How-
ever, there are cases that we need to process documents with complex layouts that include a mixture of
text orientations. Steerable filters are convolved with the image resulting to a certain response for each
orientation. This way, we can identify the dominant orientation and apply a filter using that orientation.

3.4 Harris

The Harris corner detection algorithm [5] is a widely used algorithm that manages to detect keypoints
that are located on corners. However, the algorithm fails to produce correct results in cases where image
information is not very clearly separated from the background. This is the case in the chinese document
images that we process. An example can be seen in Figure where there is a stain on the image causing the
text to be blended into the background.

In order to determine if a keypoint is a corner or an edge, the algorithm uses the following matrix:

M = G⊗

 I2x IxIy

IxIy I2y

 (1)

whereG⊗ indicates convolution with a Gaussian kernel and Ix, Iy are the partial derivatives of the image
I for the x and y directions respectively. The eigenvalues λ1, λ2 of matrix M are used for determining
the interest points as follows:

• if λ1 ≈ 0, λ2 ≈ 0, There is not any point of interest.

• if λ1 ≈ 0, λ2 ≫ 0, there exists an edge.

• if λ1 ≫ 0, λ2 ≫ 0, there exists a corner.

As it can be seen in Figure 8, the algorithm fails to perform well in circumastance where the image
information does not differ much from the background.

Although the original Harris is not scale and rotation invariant, the are versions of the algorithms that
can support affine transformations. A representative work is present in [10], where a Harris based corner
detection is used that can also perform well under affine transformations.
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Figure 8: Harris Keypoints.

Although, the original Harris algorithm is not affine invariant, there are proposed methods that extend
the functionality of the algorithm so as to be able to cope with scale and rotation changes. A representative
method is presented in [10].

3.5 Shi-Tomasi

The Shi-Tomasi algorithm [12] follows the same pronciple as the Harris corners algorithms with one
main difference. The algorithm uses themin(λ1, λ2) in order to find the interest points. The Shi-Tomasi
algorithm comes to overcome the weakness of the Harris algorithm in cases where background and image
information do not pose significant differences. Figure 9 illustrates the Shi-Tomasi algorithm in a Chinese
manuscript image as above. It is clear that the algorithm can perform better in cases where that Harris
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algorithm fails.

Figure 9: Shi-Tomasi Keypoints.

3.6 SIFT

The Scale Invariant Feature Transform (SIFT) algorithm, developed by David Lowe [8], is an algorithm
originally targeted for object detection. The key aspects of the algorithm focus on its abillity to handle
both scale and rotation changes. The algorithm consists of two distinct parts, namely the keypoint detector
and the keypoint descriptor, respectively.

The keypoints are detected by searching for local extrema on images. From the original image a
series of images are created using different gaussian filters rerpesenting this way a scale space. Applying
Difference of Gaussians (DoG), the images used for the detection of the keypoints are extracted.
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The descriptor part of the algorithm involves the creation of a histogram for a predetermined area
around each keypoint. The histogram is repeated for many orientations so as to ensure the rotationally
invariant character of the algorithm. The size of the descriptor is 128.

The algorithm performs well in situations where the information that we need to find is not repeated.
However, in cases where we have the desired information located multiple times on an image the algo-
rithms fails to perform well out of the box. That is the case where document images cannot be segmented
and are treated as a single entity. Furthermore, the algorithm extract a large number of keypoints, many of
which are located to positions different than the actual information, such as the background. An example
of SIFT keypoints on a sample document image is shown in Figure 10. Indeed, we need to smooth the
image in order to eliminate as much as possible unwanted keypoints.

Figure 10: SIFT Keypoints.
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In the same path as the SIFT algorithm, Bay et. al. [1] proposed an affine invariant algorithm for
keypoint extraction. The algorithm instead of using DoGs, it used the Determinant of the Hessian (DoH)
matrix on integral images. This causes a significant speed up compared to SIFT. Furthermore, it is claimed
to produced more robust features since it does not rely on DoGs.

4 Conclusion

The use of features in the processing of document collections is a crucial part for the development of robust
methods. There are features that can be used in both segmented and non-segmented documents. The later
seems to gain more and more popularity since it avoids the segmentation step which can produce errors
due to the bad quality of historical document images. In this report we have used different features on
ancient handwritten chinese documents. The aim was to check the different characteristics and how they
effect the performance on various applications. From our point of view, there are no good or bad features.
There are features that can perform better than others under certain requirements.
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