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Note: No fixed-size rulesets!
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Yes, there are rulesets that require exponential time to solve!

- (Generalized) Chess\(^1\)
- Unbounded Constraint Logic\(^2\)
- Go (without Superko)\(^3\)

Notice: All loopy games!
How do we know there’s no faster algorithm?

---

\(^1\)Fraenkel, Lichtenstein -

\(^2\)Hearn, Demaine -
http://erikdemaine.org/papers/GPC/

\(^3\)Robson, "The Complexity of Go", IFIP Congress 1983
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\begin{array}{c}
x \\
\hline
y
\end{array}
\]
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Example: **GRAPH NoGo** is Hard

Here’s the reduction for each **COL** edge:

\[ x \rightarrow y \rightarrow x' \rightarrow y' \]

Reduce!
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- **QSAT**: Quantified Boolean Satisfiability
- **3CNF**: \((x_0 \lor \overline{x}_1 \lor x_2) \land \cdots \land (\overline{x}_{27} \lor \overline{x}_1 \lor x_{12})\)
- **Play**: create an assignment of variables.
  - Left assigns to \(x_0\)
  - Right assigns to \(x_1\)
  - Left: \(x_2, \text{ etc}\)

- Left wins if formula is true; Right otherwise
- Phrase winnability with quantifiers!

\[ G \in \mathcal{L} \cup \mathcal{N} \iff \exists x_0 : \forall x_1 : \exists x_2 : \forall x_3 : \ldots : \forall x_{27} : (x_0 \lor \overline{x}_1 \lor x_2) \land \cdots \land (\overline{x}_{27} \lor \overline{x}_1 \lor x_{12}) \]
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```
x_0
```

```
x_0 true
```

```
x_0 false
```
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- **NoGo** is only played on grids! Not general graphs!
- **Same with Snort!**

- **What about starting positions? What if we never reach these positions in the range of the reduction?**

Let’s address the starting positions problem first.
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Specific Board Geometry

"Snapping to a grid" is difficult.

- Usual progression: General $\rightarrow$ more specific $\rightarrow$ $\cdots$ $\rightarrow$ Grid
- $\text{Hex: Graph}^4 \rightarrow \text{Hex-Grid}^5$
- $\text{NoGo: Graph}^6 \rightarrow \text{Planar Graph}^7$
- $\text{Snort: Graph}^8 \rightarrow \text{Planar Graph}^9$

---

$^4$Evans, Tarjan 1976
$^5$Reisch 1981
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$^7$B., Hearn unpublished
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$^9$B., Hearn unpublished
"Snapping to a grid" is difficult.

- Usual progression: General $\rightarrow$ more specific $\rightarrow \cdots \rightarrow$ Grid
- **HEX**: Graph$^4 \rightarrow$ Hex-Grid$^5$
- **NoGo**: Graph$^6 \rightarrow$ Planar Graph$^7$
- **Snort**: Graph$^8 \rightarrow$ Planar Graph$^9$
- This seems so backwards! Usually the general case is strongest!

---

$^4$Evans, Tarjan 1976  
$^5$Reisch 1981  
$^6$Few slides back.  
$^7$B., Hearn unpublished  
$^8$Schaefer 1978  
$^9$B., Hearn unpublished
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State of the Art
What is known to be hard now?

10 www.sciencedirect.com/science/article/pii/0022000078900454
11 Not yet published.
12 Not yet published
13 https://link.springer.com/article/10.1007/BF00288964
14 https://link.springer.com/chapter/10.1007%2F978-3-540-77105-0_49
16 Not yet published.
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What is known to be hard now?

- **Node Kayles**: general graphs (Schaeffer, 1978\(^{10}\))
- **Snort**: planar graphs (B, Hearn \(^{11}\))
- **Col**: planar graphs (B, Hearn \(^{12}\))
- **Hex**: hexagonal grid (Reisch, 1981\(^{13}\))
- **Atropos**: hexagonal grid (B, Teng 2007\(^{14}\))
- **Arc Kayles**: no known hardness
- **Domineering**: none
- **Clobber**: NP-hard on general graphs. (AGNW 2005\(^{15}\))
- **NoGo**: planar graphs (B, Hearn \(^{16}\))
- **Sprouts**: none
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- **Arc Kayles**: *no* known hardness
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"But... Deep Learning can solve all of this! Why should we bother to classify all these games?"

Why Classify?

Deep Learning untested for many games.

Deep Learning algorithms need huge data sets.

Is this game even competitive?

Not if it's in $\mathcal{P}$.

Hard games are better for competition.

Nature of $\mathcal{P}$ vs. $\mathcal{PSPACE}$.

Limits to $\mathcal{NP}$-approximation algorithms. Maybe to $\mathcal{PSPACE}$ as well.
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